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ABSTRACT

Lidar measurements obtained during several field campamves provided an extensive
dataset for investigating aerosol characteristics anddclaroperties. In this thesis we use
measurements of multi-wavelength optical extinction meabswrith a Raman lidar to infer
aerosol and cloud particle size variations. Aerosol etitin depends on both size and number
density of the scatterers. The optical extinction at diffekgavelengths depends on the sixth
power of the size parameter for aerosols much smallerthieascattering wavelength, and on the
second power of the size parameter for aerosols much thegethe wavelength. Changes in the
density of a particular size aerosol lead to a proportioggponse. The extinction profiles at
several wavelengths are simultaneously examined to studgehan the aerosol size distribution
over an interesting range of sizes corresponding to accuomitabde particles. Model
calculations based on Mie scattering theory are comparidextinction profiles at different
wavelengths, water vapor profiles, and other simultanecegsuements, to investigate the
formation and dissipation of cloud structures. The opttaring measurements from aerosols
and cloud particles demonstrate that various charsibtsriof aerosols and visibility can be
determined.

We demonstrate the capability of the new technique using the-wavglength
extinction ratios to profile information about changes @N\Cparticle size in the range of 50 nm
to 0.5um. Examples taken from three different field campaignsaheatnate that changes in the
size of the cloud particles during the different stageg@ivth and dissipation are observed in the
multi-wavelength aerosol extinction using this technique. a¢® show the relationship that
exists between particle size increase or decreaseoud dlegions, based on the extinction
coefficients and changes in relative humidity.

The deliquescence relative humidity (DRH) is found tortegestrong control on the
optical extinction and visibility. Our results show that nglthumidity values above 85%
accompany drastic drops in visibility in the U.S. na#st regions. Increase in the relative
humidity values beyond the DRH results in rapid growth ofigarsize, which in turn causes a
simultaneous increase in the optical extinction and aidresibility.

Comparison of data from the eastern and western regidhe d&fnited States show that
different sources control the changes in optical extinctidnegain the lower boundary layer.
During the Southern California Ozone Study (SCOS) campaign egas® of optical extinction
was observed after sunset in the nocturnal boundary lageiodhe growth of particles caused by
the increasing relative humidity. On the other hand, thieapgxtinction during the North-East
Particle and Oxidant Study (NEOPS) campaigns was caedrallore by pollutant concentrations
and showed an increase in values after sunrise and d=tneslses after sunset; opposite from
that observed at Hesperia, Ca.

We used theoretical simulations along with field measangsn of multi-wavelength
extinction coefficients to investigate the differences thattigha growth and pollutant
concentration have on the extinction coefficient as welbmgshe extinction coefficient ratios
(visible/ultraviolet). Our results show that the incee@sthe extinction coefficient in a region of
pollutants, typically composed of smaller size partict=pends on the number density of the
scatterers, which has the same effect at all wavelgngth

We additionally demonstrate the capability of the Raman lidameasure atmospheric
visibility conditions and transmission properties usingdpiécal extinction measurements.
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Chapter 1

Introduction

1.1 Introduction

Over the past few decades, the scientific challetgetevelop better techniques
to monitor and model our atmosphere have gained increagsedypdue to the growing
number of questions concerning our changing environment andpigetiran human life.
Perhaps the greatest stimulus to the current geneesésttin global climate research
stems from the increasing temperature, inter-annual ®imvariability, and global
warming issuesIPCC, 2007. In order to minimize the consequences, it is imperative
that we study the atmosphere not only to understandrilnelge and processes within it,
but also to evaluate the effects of man’s activitytoifo study and understand the large
number of feedback processes that are changing ousplte@, we require development
of simulations using sophisticated numerical models,galoith detailed investigations
of processes on a small scale and global observaifdtesy parameters.

Aerosols play vital roles in cloud formation that aot ltalance the Earth’s
radiation budget. Aerosols limit optical propagation, incansolar radiation, and impact
human health because they provide a way of concemgrite chemical species resulting
from air pollution in the lungs. Recent assessmemslade that the largest uncertainties
in the impact of human activity on global mean rad@torcing are due to the lack of
understanding of how pollution influences cloud pattermstaa attributes of individual
clouds Houghton et al., 20Q1Cloud droplet number concentrations rise with increasing
aerosol loadingRueschel et al., 1986but neither the specific microphysical processes
that control this behavior nor its implications are llwenderstood. The aerosol
contributions, both positive and negative, result inldlhgest uncertainty in calculation of
the energy budget of the Earth’s atmosph#€C, 2001
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Atmospheric aerosols are generated from various natuchl amthropogenic
sources and include all liquid and solid particles, except¢ mater, that exist in the
atmosphere under normal conditioAsya, 1999. The largest anthropogenic increases in
aerosol concentrations are due to the direct emissiadiemental carbon and organic
aerosol from incomplete combustion of carbonaceous,faatl the nucleation of primary
emissions of sulfate, ammonia, nitrate, and condensabbmnic species from industrial
activities, power generation, transportation, biomassiibgy and fertilizers IPCC,
2001.

The distribution of aerosols in the atmosphere influgiitarth’s climate because
of scattering and absorption of radiation by partickerosols and clouds play a major
role in determining what fraction of the solar radiatimeident at the top of the
atmosphere reaches the Earth’'s surface and also influegheesansfer of infrared
radiation back to space. The propagation of shortwadel@mgwave electromagnetic
radiation through the atmosphere is strongly influencedhbypresence of aerosol and
cloud layers and hence a detailed understanding of thegses lhas become important.
Aerosols assert direct effectby absorbing and scattering radiation. They also assert a
indirect effectby influencing the formation, microphysical properties, dfetime of
cloud structures. The potential alteration of cloud belagige to increasing levels of
particulate pollution has vast and complex implicatidos the global climate. Two
primary cloud-altering indirect effects of aerosolsaimate have been observed: clouds
that form in polluted environments are optically thicker seftect more sunlight back to
space before it can warm the lower atmosphere and sudadeclouds that form in
polluted environments are less likely to precipitate, Wwhiscreases the lifetime of
individual clouds and shifts rainfall patterriglgnon, 2004 The increased lifetime of
clouds is due to the fact that the larger numbers afadet aerosols compete for the
available water thus limiting their size and delayingrtigeowth, thereby inhibiting the
initiation of the collision-coalescence process. e Tindirect effect, resulting from
changes to cloud albedo, microphysical properties, andaisetelifetimes, is not yet
fully understood, but is thought to exert a negativéiatave forcing on the climate
system Twomey, 1977; Albrecht, 1989; Wielicki, 199%he fundamental concern for
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models that try to capture the indirect effects absels is the relationship between sub-
cloud aerosol populations and the processes of cloud dropteition upon them. The
detailed representation of clouds in general circulatiodels has thus become a major
problem for scientists as it is obviously impossible tausate and predict Earth’s climate
accurately without such knowledge.

Increases in the concentrations of troposphericsats thave also been seen to be
directly related to a myriad of health problenkéidy et al., 1998 Particles having a
diameter less than 2.5 microns, referred to asg’Me considered to be of greater risk to
human health because of the deep penetration of smadlgsinto the lungs, and due to
the large number of these particles generated in thesemifrom combustion products
that carry carcinogenic materials. Also, the propagatidight through the atmosphere is
strongly affected by the presence of aerosols, which esdthe visual range, degrades
the performance of electro-optic sensors, and loweraésthetic beauty of the outdoors.
In order to understand the effects of aerosols, cunesgarch efforts are focused on
identifying and predicting production and transport mechaniassyell as ascertaining
number densities and composition.

A significant challenge is faced in accurately measuth® various formation
processes of atmospheric aerosols because of the irdl@én@rious minor species on
the growth rate, hygroscopic properties, and nucleationepses. In-situ methods of
atmospheric sensing, such as those using aircraft and ballegposre constant human
involvement, can only operate for several hours at a @meexpensive to maintain, and
frequently need to be replaced. Satellite remote sepsowgdes an important platform
for describing large-scale features distributed over glsbales, but these systems are
extremely expensive, and are too limited in vertical @mdporal resolution to study the
processes governing aerosol formation. Ground-based |danitgies have been used to
measure aerosol optical parameters and offer sevirahtages over other measurement
techniques. Lidar instruments have the ability to providedgspatial resolution and high
temporal resolution at a specific location. Lidar dmieation of aerosol size
distributions and other properties have been investigatesg\mral research groups, but
results have been mostly limited to theory and simulaticExperimental data to
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demonstrate the retrieval of size distributions aratditn because of the difficulty in
analyzing data using inversion techniques, and the range oflemgtles needed to
perform an adequate inversion analysgllgspie et al., 200R Advanced techniques
using multi-wavelength lidars have become extremely itambbecause they provide a
key to overcoming these data analysis difficultiekilorick et al., 2001; Mattis et al.,
2004; Ansmann et al., 2005; Novitsky et al., 3005

For this investigation, the measurements obtained bl 8 Lidar Atmospheric
Profile Sensor (LAPS) Raman lidar, over the past deqadejded an extensive dataset
to characterize cloud properties and aerosol distributibms LAPS system measures the
profiles of molecular nitrogen, molecular oxygen, watagpor, temperature and optical
extinction at both visible and ultraviolet wavelengtheese measurements are then used
to determine density profiles of water vapor and ozond,ta generate vertical aerosol
extinction profiles from the measured incremental exiom. Since the optical extinction
at different wavelengths is strongly dependent on the digteibution of aerosols, the
differences in extinction profiles for separated wavgtles is used to infer changes in the
aerosol size distribution over the range correspondimgd¢amulation-mode particles, 50
nm to 500 nm. Model simulations are used along with the fleld to interpret and
understand the various relationships that exist.

1.2 Goals and Thesis Outline

This research effort is focused on investigating propedieserosol and cloud
particles in the lower atmosphere using the extensivsetaddtained with PSU’s Raman
lidar. The data were collected during several campaigdgf@rent regions and provide a
comprehensive database of field measurements for thioahdure studies.

The primary objective of my study is to infer particleesiariations using the
optical extinction measurements obtained at threeréifit wavelengths measured by the
LAPS Raman lidar. The ratio of the extinction at th#erent wavelengths contains
important information regarding the size variation pafrticles in the range of sizes
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referred to as the accumulation-mode. We use the maltelength extinction ratios,
along with calculations that simulate the extinctiatias using Mie theory to investigate
particle size variations in this important range. Acclaton-mode particles are
particularly interesting as they correspond to the iimge for cloud condensation nuclei
and because they effectively scatter solar radigfkamanathan et al, 20D10ur laser
employs radiation of wavelengths in the visible andawulolet and so provides signals
that contain information on changes in the relative & particles sizes corresponding
to those wavelengths. The analysis is also used Wwithwiater vapor, temperature, and
relative humidity values measured simultaneously byRémman lidar to study the growth
and dissipation of cloud structures.

The second major objective was to examine the parsizle variations in air
pollution plumes and in cloud structures using data fronRRém@an lidar, and from other
instruments obtained during the several campaigns. Thetieas in extinction
coefficients within the boundary layer are compared betwthe eastern (NEOPS
campaigns) and western United States (SCOS campaign)dbotiy the daytime and
nighttime.

A third major objective was to use the optical extintctimeasurements made
using the Raman Lidar to describe the visibility and dmaiesion properties of the
atmosphere. The Raman lidar aerosol extinction providesvitks the capability to
determine the visual range along a path through the atmespéeause our ability to see
distant objects depends on the integrated aerosol dansitgarticle size along the path.

This thesis is organized into sections that provide #ssler with a general
overview of the background on aerosols and how theytatiecenergy budget, and on
the optical scattering processes used to obtain measote and in model calculations. |
then introduce the instrumentation before showingréiselts. Chapter 2 provides a brief
introduction on aerosols, clouds, and an overview oftetagg from molecules and
particles. Chapter 3 describes the LAPS instrument andati@eprocessing and analysis
aspects of the Raman Lidar. The work presented in thésstisebased on data obtained

during several campaigns, and Chapter 3 provides a brieflinttion to each campaign.



6
The results and analysis are presented in Chapter 4. e&€h&psummarizes my

conclusions and provides suggestions for future work.



Chapter 2

Background: Aerosols, Clouds and Scattering

2.1 Aerosols

Atmospheric aerosols are the tiny liquid and solid padithat are suspended in
our atmosphere. They are generated from various natodaistrial, mechanical, and
combustion sources. They have size ranges that sgarfour orders of magnitude. The
variety of particles found in air and their typicalesimanges are shown in Figure 2-1.
Aerosols found in the atmosphere include tiny grains of rairdarst stirred up from the
ground, salt particles from the evaporation of sea spraglets, bacteria, pollen grains,
mold spores, photo-chemically produced droplets of sulfuret ratric acid and other

pollutants, soot particles produced in fires and vehicle exhad many other materials.
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Figure 2-1: Variety of particles found in the atmospharel their corresponding s
range Johnson, 1969

Many aerosols occur naturally, but the total amourdgesbsols has been seen to
increase from direct particulate emissions and fronmited reactions involving gaseous
precursors. This increase in their population is impor@sthey play a critical role in

determining the optical properties of our environment andecprently the global energy
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budget. Figure 2-2 shows some of the typical aerosol g@reend removal processes in

our atmosphere.

Chemical conversion
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Figure 2-2: Aerosol generation and removal processasr iatmospheré/fhitby, 197p

Airborne particulate matter is typically approximatedtimee log-normal modes,
which are used to classify the characteristics of gdagtibased on their size: nucleation

mode, accumulation mode, and coarse mode. The largesben of particles by far,
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referred to as fine particles, are found at smalleissizéhe nucleation and accumulation
mode. The smallest aerosols are the Aitken nucleciwirange from the size of large
molecules to particles of size about Q. Cloud condensation nuclei (CCN) are also
very small and they range in size up to aboutytr0 These smaller size aerosols are
important for several reasons, one being that these s&s seeds for cloud formation and
as nuclei on which atmospheric gases can condense andaiawger aerosolsklyle,
199]. Particles having a diameter less that 2.5 micronfermesel to as PMs, are
considered to be of greater risk to human health becdasgeanumber of these particles
are associated with the emissions from combustion predamatl carry carcinogenic
chemicals; these smaller particles are inhaled morphdesto the lungs. Table 2-1
provides an overview of the size range of aerosol pasticlund in our atmosphere.

Aerosols play an important role in climate changeatsspheric ozone depletion,
and air quality issues. Three types of aerosols have foemwl to have a significant
influence on the Earth’s climate. They are volcadisert, and man-made aerosols, and
these are classified based on their generation solituese volcanic aerosols with
significant atmospheric lifetime are the smaller ipd$ resulting from volcanic
eruptions and may result in ejections as high as thesptzere. Erupting volcanoes
introduce large quantities of solid and gaseous materimshe atmosphere with large
particles that settle out quickly. The smallest volca®cosols are formed when sulfur
dioxide gas is converted to droplets of sulfuric acid instih@tosphere over the course of
days to several months following an eruption. They maxe Héetimes as long as two
years and spread over much of the glo®alljy, 1996 They tend to cool the Earth’s
surface by reflecting sunlight. Volcanic aerosols gdheiacrease the global albedo and
cool the troposphere, but they have been associatedawitimter warming pattern of
surface air temperature over Northern Hemispherereams Kirchner et al., 1999] The
relative coolness of 1993 is explained as a response sirdtospheric aerosol layer that
was produced by the Mt. Pinatubo eruptiStepchikov et al., 1998].
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Table 2-1: Summary of typical dimensions amdatiption of various constituents of

Typical dimension of small molecules or atom.

Smallest particle sizes detected by clpud

condensation nuclei techniques.

Stable and permanent size with reasonable stg
times, coagulation at atmospheric concentration
not excessively fast.

Considered to be large atmospheric aerg
Particles of this size have the longest survival
diffusive and inertial coagulative processes
inefficient.

Larger end of the cloud condensation nuclei. H
falling speeds, under gravity, of about 0.0003 m/s

rage
S is
sols.
as
are

ave

Size of cloud droplets. Particles can be observéd
the naked eye on suitable surfaces. Fall spee
about 0.03 m/s.

Wi
d of

Size of fine drizzle drops. Produced by sea spray
fall out quickly. Fall speeds about 0.27 m/s.

but

Typical size of raindrops.

atmosphere.
Dimensions
/ /] 0.1 nm
D 1nm
S
g | 29
-E < g 10 nm
g\ < 100 nm
2 |2
= S
E (@]
5=
3 1pm
\&
o [ 10 pm
Q
RS
g
= < 100 pm
2
S 1 mm
(@]
O 1cm
N\

Hail, graupel and snow produced in the atmosp

nere

attain this size.

The second type of aerosol that has a significaetetin climate is desert dust.

One of the largest sources of aerosols is dust picketbaopdesert surfaces. The surface
materials picked up by the wind include organic materials¢osiliand geological
materials, which absorb as well as scatter sunlight. particles warm the layer of the

atmosphere by direct absorption of sunlight incidentegions of the atmosphere where

they reside. However, these aerosols also cool th&'&agurface by reflecting a portion

of the incoming radiation back to space. The two magarees of desert dust aerosols

are the Sahara desert of Africa and the Gobi desésiaf
The third type of aerosol, and the source of most can@@mes from human

activities. While a significant fraction of human-maakrosols result from smoke from

burning tropical forests, the major component comes infahe of sulfate aerosols
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created by the burning of coal and oil. Industrial actisigach as electrical power plants,
oil refineries and factories contribute heavily to #erosol content in the atmosphere.
The largest anthropogenic increases in aerosol condenfadire due to the direct
emission of elemental carbon and organic aerosol fieeomplete combustion of
carbonaceous fuels, and the nucleation of primary emnssif ammonia, nitrate, sulfate,
and condensable organic species from power generatiomns,plemdustrial activity,
transportation, biomass burning, and land cultivatiényg, 1999. The mechanical
activities also act in repopulating the atmosphere with previously settled aerosols,
resulting in a new population of coarse and fine particles

Aerosols evolve following their initial formation, @nobservations reveal that
aerosol populations are frequently inhomogeneous mixtures @omplex multi-
component population. Typical aerosol concentratioms faund to be smallest over
oceans (1 cm?®), and greatest over industrial areas®(t@n®) [Salby, 199 The
anthropogenic component of sulfate exceeds 60% of the swifate production over
urban areas, and it plays a key role in cloud formatMenjon, 200L The sulfate
aerosols influence the climatic cycle as they redueeathount of sunlight reaching the
Earth's surface due to increases in the planetary all#idoe the sulfate aerosols are
relatively small, they have long residence timesthe atmosphere and can act as
nucleation centers for the formation of cloud parsigdenon et al., 2002 The fact that
sulfate aerosols are hygroscopic means that theircaizegrow rapidly in high humidity
regions, such as the U.S. east coast. Their incresmedesults in the increase of optical
extinction as the population of these larger aerosoteases. This process can both act
to enhance or retard the formation of cloud particldspending on the other
simultaneously acting atmospheric processes. The fest @esults in cloud particles
reflecting more sunlight than they would without thesprece of the sulfate aerosols by
increasing the aerosol size. Examination of the lifetihelouds containing air pollution
chemicals indicates that they exist longer, and thay reflect more sunlight than
unpolluted cloudsaufman et al., 2005; Kaufamn and Yoren, 2006; Teller and Levin,
2004
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The smaller sized CCN, which often contain sulfates @trates, have become a
central issue in climate change because they affectattiation budget in two ways
[Charlson and Heintzenberg, 1995; Hobbs and Huebert, 199y directly affect the
Earth’s climate as they cool the Earth by reflectiqgpetion of incoming solar radiation
back to space, and/or warm the Earth by absorbing and tiegn(iboth upward and
downward) radiant energy that is being transmitted back space. The magnitude of
their effect depends on the size and the composititimeodierosol particles, as well as on
the reflective properties of the underlying surfategmey, 1977; Hobbs, 1993; Vong et
al.,, 1998. They also assert an indirect effect on the clenéty modifying the
microphysical properties of clouds. If there were n@s@ls in the atmosphere, it would
be more difficult to form cloud droplets since they as effective seeds for the formation
and growth of clouds. Although CCN are only a fractiorthef total aerosol particles,
they play an important role in cloud formation and sigbilHobbs et al., 1974;
Fitzgerald et al., 19713 CCN strongly modulate cloud microstructure and hetee t
radiative properties, lifetime and spatial extent otids Charlson et al., 1987; Yum and
Hudson, 200R With the increase in aerosol concentrations, nsxséntists expect
increased cloud droplet formation. However, the increasedsol concentrations often
results in the formation of a larger number of smatleyplets as the total amount of
condensed water in the cloud stays relatively constd@sd smaller droplets maintain
longer residence times while reducing rainout rates andt rismhore sunlight being
reflected back to space over longer periods. Thus,uremaents of CCN concentrations
provide us with information on the relationship betweemosmss and clouds. This
information is essential to improve estimates and ioldabetter understanding of the
indirect effect of aerosols on climate.

Minute amounts of particulate matter in the stratosphe@ombined with
increased levels of chlorine from the use of chlorofluarbens, have been held
responsible for the aerosol chemical cycle that atlse Antarctic ozone holé\fMO,
1995. Emission of aerosols by industrial activity and biomassing are believed to be
responsible for partially masking the expected increaserriface temperature associated
with greenhouse gas radiative forcinBCC, 1995; NRC, 1996A
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As aerosol particles absorb or scatter radiation they @n essential role in the
radiative transfer through the atmosphere. Aerosfiésctaoptical sensor performance
because of scattering along the line-of-sight of passiveactive remote sensing
observations, and they also affect the aesthetic nggwi natural settings. They also
contain chemicals which have serious impacts on huheaith American Thoracic
Society, 1996a,]bIn order to fully comprehend the impact of aerosolghie future,
important questions involving the effects of atmospheniosads on climate, atmospheric
chemistry, and human health must be addre9S&LC[ 1998 One of the key strategies
stated, to obtain a better understanding of the processtd®e development of remote
sensing techniques to obtain aerosol parameters in clsucts,as composition and size
distribution. The essential elements of the reseatcktegy, proposed by the NRC, to
answer the questions can be found in the report entitledsjtheric Sciences Entering
the Twenty-First CenturyNRC, 1998

2.2 Clouds

The World Meteorological Organization (WMO) defines aud to be an
aggregate of minute, suspended particles of water or icbpthry, above the Earth’'s
surface that are in sufficient concentrations to bebbMsiClouds are an integral
component of the Earth’s atmosphere and cover beté@®nand 70% of the Earth’s
surface areaQuante, 2004 Their presence plays an important role in shapingytbieal
climate since they have a strong impact on transnmissioncoming solar radiation and
trapping terrestrial radiation, as well as affecting tate of precipitation. Table 2-2 lists
some of the different cloud types which have an influeoeEarth’'s climate. Any
attempt by us to predict future changes in the climateesyséquire us to observe and
improve our understanding of the global distribution ajudks, their microphysical
properties, and their impact on regional and globalatemStudying cloud structures and
relating them to future predictions is complicated by tactors. First, clouds form and
change rapidly over short time and space intervadshemce constitute one of nature’s

most variable components. Secondly, human-induced pexessreasingly affect
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Earth’'s climate and hence we also need to gain a precaerstanding on how climate

variations alter the physical and chemical processats gbvern cloud formation and

dissipation.

Table 2-2: Classification of cloud typeQuiante, 200§ Simplified classification based
[Flossmann and Laj, 1998; WMO, 1975

Height level Name Typical composition Appearance Base
height
[Km]
high clouds Cirrus (Ci) pure ice crystals detached clouds in the form of 7-16
white, delicate filaments or
patches or narrow bands
Cirrostratus mainly ice crystals Transparent, layered cloud veil 7-16
(Cs) of fibrous or smooth appearance
Cirrocumulus almost exclusively ice crystals ~ composed of very small elements 7 - 16
(Cc) in the form of grains or ripples
mid-level Altostratus almost invariably water uniform whitish or grey sheet or 2-7
clouds (As) droplets, ice crystals at very layer
low temperatures
Altocumulus almost invariably composed white or grey puffs or waves in 2-17
(Ac) of water droplets, ice crystals patches or layers
at very low temperatures
low-level Stratus (St) water droplets grey layer with a fairly uniform 0-2
clouds base
Stratocumulus water droplets layer of merged puifs or large 0-2
(Sc) rolls
Nimbostratus water droplets, ice crystals uniform dark grey layer from 0-4
(Ns) possible which precipitation is falling
clouds with Cumulus (Cu) water droplets detached heaps or puffs with 0-3
vertical sharp contours and flat bases,
development moderate vertical extent
Cumulonimbus  water droplets and ice crystals  cloud towers with large vertical 0-3

(Cb)

extent and smooth or flattened
tops, which often spread out in
the shape of an anvil

Clouds form in response to changes in atmospheric condiiahsary on scales

much larger than the cloud itselfgmb, 2008 Most clouds form by the buoyant lifting

of moist air, which cools adiabatically by expansiodemdecreasing pressure, resulting
in an increase in relative humidity. The upward verticatiomoexposes the water vapor
to cooler temperatures and allows mixing and condensati@Cdhparticles available in

the atmosphere. Clouds begin to form as the water \@patenses into water droplets.
In the case of high clouds, such as cirrus clouds, tl#l simoplets freeze so that the

cloud is composed of small ice crystals.
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Cloud formation is explained through heterogeneous nuztfeatleterogeneous
nucleation requires the presence of water vapor and cloodeasation nuclei (CCN —
aerosol particles up to ~1um in size). Cloud condensatiomein(CCN) are the
atmospheric aerosol particles on which cloud droplets fohen the supersaturation in a
cloud reaches a value high enough that the particles teeginow by water condensation
[Pruppacher et al, 1997; Lamb, 2003Such particles support condensation at
supersaturation levels well below those required for lgemous nucleation. CCN are
hygroscopic in nature and act as seeds to accelerateotiternsation process for
converting water vapor into liquid water drops. Hygroscqmrticles such as sodium
chloride and ammonium sulfate absorb vapor and readigotlie, resulting in a solution
that has a saturation vapor pressure below that of paterw The presence of CCN is
critical for the formation of clouds, as they allohetdroplets to form without high
supersaturations due to the interaction of the water tiwtimaterial of the nucleKyle,
199]. Hence, almost all cloud droplets in the atmospheree htheir origin in
heterogeneous nucleation processes, which involves atnaspasicles.

CCN found in the atmosphere typically consist of atel, sea salts, organic
materials, black carbon, and minerals, in varying propastiolepending on their
geographic locations. The amount of water molecules C&Ntake up depends on their
chemical composition, size and the ambient relativeidhity.

Not all aerosol particles which take up water grow indoia droplets. Only those
passing the critical radius are able to continue to grod form cloud droplets. Their
growth behavior is described by the Kdhler thedrgyng, 1993; Seinfeld and Pandis,
1999.

Dissipation of cloud structures occurs through evaporatioen air subsides or
when unsaturated environmental air is entrained into anddmixéh saturated air.
Entrainment of unsaturated environmental air decreasepasigive buoyancy, kinetic
energy and excess water vapor, which are essentmérts for a cloud to sustain itself.
Clouds are also dissipated by precipitation or sedimentaivhen the particles grow
large enough that they no longer can be supported by theamwyoyorce. Radiative
heating can also dissipate a cloud by increasing its tamyperto values above the
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dewpoint temperature. For a detailed description of cloudndton, growth and
microphysical properties the reader is directed towards Pecbhppat al., (1997), Young
(1993) and Mason (1971). In the latter half of the nextiaeete will briefly discuss the

role that clouds play in the affecting Earth’s climate.

2.3 Earth’s Energy Budget

Energy transfer in the atmosphere is balanced in tetindiive bands, with the
difference in the emission spectra of the two sautmEng due to their temperatures as
given by Planck’s law. Shortwave (SW) radiation, esditby the sun, is concentrated in
the visible wavelength spectrum, and longwave (LW) tatia emitted by the Earth’'s
surface and atmosphere, is concentrated in the IRrapedfigure 2-3 shows normalized
black body emission spectra for temperatures of 6000K and 288ikh correspond to
the equivalent blackbody temperatures of the sun and sweéace temperature of the
Earth, respectively.

Now, if we assume the sun to represent a black bo®g@d° K, the total flux
emitted by it is obtained by integrating over the eleatagnetic spectrum, which from
Stephan-Boltzmann’s law yield'’s,

F= 0'T4’ [2.1]
where
F is the flux emitted by the sun
g is the Stephan-Boltzmann’s constant, and,
T is the mean-temperature of the sun.

The Earth, with radiug, intercepts solar or shortwave radiation of crossiseal area

7R2. At the Earth’s distance from the sun, the sodatiation flux, or solar constant, is
1372 Wn¥ at the top of the atmosphere. A fractidh), of the intercepted shortwave
radiation, is reflected back by Earth’'s atmosphee aanface. This fraction is known as
the Earth’s albedo, and it play’s a pivotal role inedetining the Earth’s temperature. If
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we assume the Earth to have a temperalyrehen to maintain thermal equilibrium, the
Earth and its atmosphere must radiate back at the isdenthat it absorbs radiation. The

Earth’s outgoing longwave radiation maintains thermgailéorium when

@- A/e’F = 4m°aT, | [2.2]

Normalized Blackbody Emission

Tsun = 6000 K Tearth =288 K

10" 10° 10" 10°

Wavelength{pm)

Figure 2-3: Blackbody ens®n spectra of the sun and Earth’s surface based ook
law. The red curve represents the normalized black baussen spectra of the Sun (¢
radiation) and the blue curve represents the normalileezk body emission spectra
the Earth (LW radiation).

The terms on the left of Eq. 2.2 represent the incomig&liation and the terms on the
right represent the outgoing LW radiation, assumirag the Earth radiates equally in all
directions. Using EqQ. 2.2, we can estimate the Eaetfpsvalent blackbody temperature,
assuming an average of ~30% reflection of the incoming S\fdtran, to be ~255° K.
The difference between this calculated temperature tzatdof the global mean surface
temperature (~288° K) is due to the absorption and radiatechanisms that occur in
the atmosphere and a small heat flux from deep in @a@hEThe clear cloudless
atmosphere is nearly transparent to SW radiation, whadses through the atmosphere

and is absorbed by the surface. The LW radiation réteunby the Earth’s surface is
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strongly absorbed in different overlaying layers in thexasphere and is re-emitted,
downward and upward from these layers as the radiaosfar migrates the long wave
flux towards space. Reradiation of the LW radiatiorth®y atmosphere is responsible for
the higher equilibrium in the surface temperature oveatwh would be if the
atmospheric window transmitted the infrared outgoing ramiafs well as for the
incoming solar SW radiation. Figure 2-4 shows the atmogpabsorption and shows the
transmission windows for SW and LW radiation passingugh the atmosphere between
space and ground.
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Figure 2-4 Fractional absorption of LW and SW radiation passthgough th
atmosphere (based émderson et al., 2006

From Figure 2-4 we see that the UV wavelengths arerladdadue to photo-
dissociation and photo-ionization o @nd Q. However the visible portion of the solar
radiation transmits nearly 85% of that spectrum to tdase under clear conditions.
Most of the absorption of the returning LW radiatiorurs in the troposphere. The LW
radiation emitted by the Earth’s surface is stronddgoabed by KO, CGO, clouds, and
variety of other trace constituents present in the spmere. Most of the energy is
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transferred between the surface and the atmosphere thtbagbutgoing longwave
radiation. Energy is also transferred through theroalduction and convection, known
as sensible heat and latent heat, as warm buoyamgesrupward and convects heat from
the ground to the air.

The energy budget of the Earth takes into accounbfallhe forcings that
contribute to the transfer of energy between theasarfind the atmosphere and vice-
versa, and also the absorption and emission of reditd and from space. An accurate
estimate of the components of the incoming solar radiednd the outgoing infrared
radiation provides a means of determining the Earth’s prese future climate. Many
attempts have been made to construct accurate globalsiodidscribe the mean energy
budget for the Earth, following the first energy budget tas proposed by Dines
(1917). However most of these early studies were sevdiralted by the lack of
knowledge regarding the planetary albedo. Early estimétibe planetary albedo ranged
from 40% - 50% [e.g.Hunt et al. 1986 Over the past decade satellite measurements
have provided improvements in estimating the global dnm&an energy budget by
narrowing the uncertainty in the planetary albedo amdtthnsmission spectrum for
outgoing longwave radiation. Satellite measuremersn fiiNimbus-7 and the Earth
Radiation Budget Experiment indicate that the planetdlogdo is close to 30%, while
results from the International Satellite Cloud Cliolagy Project [ISCCPRossow and
Zhang 1995 indicate an albedo of 33%. Kiehl and Trenberth (1997), usingilele
radiation models of the shortwave and longwave spextgabns, showed the role that
various absorbers played in determining the radiative balahthe Earth’'s system and
their dependence on the presence or absence of cloiglise B-5 shows the estimate of
the annual global energy budget from the Kiehl and Treénb®aodel. The values put
forth are not definitive, but give a sense of the varfaators affecting the energy budget
and the uncertainties and issues that need to be redoledthin a numerically accurate

estimate.
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Figure 2-5: The Earth’s annual global energy budget bas&ietthand Trenberth (1997).

With atmospheric and surface climate properties varyingtlyrever our planet it
is important to be able to develop models that can predith’'s climate system on both
regional and global scales. For example, the IPCC (12061) predicted an overall
increase in global-mean atmospheric temperatures to ocoesponse to human-induced
increases in atmospheric concentrations of heat-trappgngerihouse gases" and
aerosols. This fact is evident in the surface temperadata for the past few decades.
Figure 2-6 shows the global surface temperature obtaimeg 1880, relative to 1951-
1980 mean. We see a steady increase in the averageed@nrfaperature over the past few
decades.
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Figure 2-6: Global annual surface temperature relative to 198Q-mean based
surface air measurements at meteorological statiohslaip and satellite measurem
for sea surface temperature NASA Goddard Datasets & Images
http://data.giss.nasa.gov/gistemp/2Dp05Temperatures show expected increase
response to elevated quantities of greenhouse gases bemgt pres

Some, however, are puzzled by the fact that satelitgoérature measurements
indicate little, if any, warming of the lower to mid-pmsphere. The NRC (2000) report
on global temperature change points out that the tenypereariations at the surface and
aloft, over the past decades, have not tracked each peHertly because they respond
differently to natural and/or human-induced climatecifog during the past few decades.
This brings up questions of whether observed changes agteéheripredicted response
due to the buildup of greenhouse gases in the atmosphere lpasazblel simulations,
and whether existing atmospheric observing systems andlsnade adequate for the
purposes of monitoring the global climate system. Toeldgv better models that can
reproduce the variability in the data obtained, it is irgod that we reduce the
uncertainties of how the climate responds to variousirfgs. In a report by the U.S
Climate Change Science Program and the Subcommittee alralGThange Research
(2006) several complex and unresolved issues related taatiequacies in our climate
were stated. Table 2-3 lists some of the importarbadecale climate forcing factors
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and their likely individual effects on global-, annual-ageraemperatures based on the
study. The top two rows are the primary natural foréaggors, while the other rows are
the main human-induced forcing factors.

Table 2-3: Summary of the important glolakle climate forcing factors and their lik
individual effects on global-, annual-average temperatogiesd on theeport by the U.

Climate Change Science Program and the Subcommitte8lalvd Change Resear
(2006)

Theoretically expected change in

annual-global-average temperature

Forcing Factor Surface Lew to Mid Stratesphere
Tropesphere
Increased solar output Warming Warming WWarming
Vaolcanic eruptions Cooling Cooling Warming
Increased concentrations of well-mixed green- . . .
house gases (COh, CH,. MO, halecarbaons) Warming Warming eoling
Increased wropospheric oczone (O5) Warming Warming Slight cooling
Drecreased stratospheric ozone EEEEI;SIHE except at high fati- Slight cooling Cooling
Increased loading of ropospheric sulfate (3C,) . . L
Cool Cool e bl
aerosol — sum of direct plus indirect effects E— i =gligible
Increased loading of carbonaceous asrosol
!:h|ai:k carbon [BC] and orEAnic matter [.DI".’I]j Fl.egu::r'!al cooling or warming . B I Uncertain
in the troposphere — sum of direct plus indi- — possible global-average cocling
rect effects
Regional cooling or warming
Lamd use and land cover changes — probably slight global-average Lncertain Megligibla
cooling

Despite improvements in our understanding of the varimmponents of the
energy budget, a number of key items remain uncertainthéfucomplicating the
response of the different atmospheric levels to is@®an greenhouse gases are other
processes, such as those associated with changes onttentration and distribution of
atmospheric water vapor and clouds. Scientists predait as temperatures in the
atmosphere increase, the amount of water vapor wdl ialsrease, thereby acting as a
positive feedback loop, which would serve to furtherease global warmingCCSP,
20049.
magnitudes, and levels of scientific understanding, from 185000, due to several

Figure 2-7 shows the global annual-mean radiativeirfgr their estimated

factors. The rectangular bars indicate the centtahate of the forcing from each effect,
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and the lines show an estimated range of uncertaifity.qliantitative estimates of the
forcing due to the well-mixed greenhouse gases are knownawhigher degree of
scientific confidence than for other factors. It is ewidinat to be able to predict how the
climate system will respond to the various forcings wk kave to develop a better
understanding, in particular, on the effect that clouds aardsols have on changing
Earth’s climate.
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Figure 2-7: Estimates of the radiative forcing of variolis)atealtering effects, shov
as a differentiabetween the radiative forcing in 1750 and 2000; rectangutaritdicat:
best estimates while lines indicdte range of uncertainty; no rectangular bars aogs
for effects for which the uncertainty is so largettha best estimate is possible;
gualitatively evaluated level of scientific understandimghown beneatthe horizonte
axis (fromHoughton et aJ.2001).

Aerosol effects on climate, as we discussed ini@e@.1, are an important
component of the Earth’s radiation budget. They atleetradiative balance by,
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1.) scattering and absorbing incoming solar SW radiation

2.) scattering and absorbing the SW radiation reflected trensurface

3.) scattering and absorbing outgoing LW radiation

4.) by acting as nucleation centers for the formation @fid$, which then scatter and

absorb the shortwave and infrared radiations.

The first three effects described above affect #ukation budget directly and are known
as the “direct effects”. The last described effedniswn as the “indirect effect” because
it influences the radiation budget by modifying the mutrgsical properties and the
formation of cloud structures. The aerosol effects indtmosphere are illustrated in

Figure 2-8.
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Figure 2-8 The direct and indirect effects of aerosols, andittigortance of chemica
indicated by black carbon, organic carbon, sulfate, arfdrstditoxide. The direct effe
is understood to enhance cooling of our atmosphere, wialgpdtential of the indire
effect is still not thoroughly understood, though reseaschiim the effect tossert .
cooling influence. Quante, 200§

i-direct

The influence of most aerosols on the radiation budgetiteein either warming

or cooling effects. Most aerosols consist primarily oh+sabsorbing materials, such as
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sulfates and nitrates, and scatter the incoming radjatsulting in a cooling influence
because of the reflection back into space. Howevenrphbon of SW or LW radiation by
some aerosols particles, such as black carbon from burhipigroass and fossil fuels,
results in a warming influence. The warming effect catisesemperature of the air to
increase, thereby reducing the relative humidity and itahgoaerosol growth. Inhibition
of aerosol growth causes some of the cooling, dueet@cthttered radiation, to be offset
due to the decrease in the cloud cover and the assoamttahc The reduction of cloud
cover resulting from the warming influence of absorbings@s is known as the semi-
direct effect Hansen et al., 199 Ramanathan et al., 200JAnthropogenic aerosols also
influence the climate indirectly by changing the optmaperties and precipitation from
liquid-water cloudslLlohmann, 200R

Although CCN are only a fraction of the total aerosaitipkes, they play an
important role in cloud stabilityHobbs et al., 1974 High CCN concentrations result in
the increase of the number of cloud droplets, and dectkas mean size. CCN particles
not only act as necessary precursors for cloud formabah they also modulate the
microstructure of cloudsdharlson et al., 1987; Yu, 19p6lhe gravitational settling and
precipitation rate also decreases as the cloud drap&etreduces and its microstructure
changes [Young, 1993]. When precipitation is suppresseds watewould have been
removed from the atmosphere remains aloft and camalpsported to other locations
before it is deposited to the surface. The effectseadsols on cloud albedo due to an
increase in aerosol concentratidwpmey, 1977; Hobbs, 1993; Vong and Covert, 1998
and the modification of cloud microphysics are knownhasindirect effects and lead to
increased lifetimes and thereby increased planetary afbdtson and Yum, 2001; Yum
and Hudson, 2042 Aerosol effects arising from aerosol-cloud intem@aasi can lead to
potentially significant changes in cloud characteristissch as cloud lifetimes,
frequencies of occurrence, microphysical properties, #heta Lohmann et al., 2000;
Sherwood, 2002; Lohmann and Feichter, 20@louds are important components in
both solar thermal input and longwave radiative lossgs®es, and hence significantly
influence the planetary radiation budgRamanathan et al., 1989; Wielicki et al., 1995

thus any effect caused by aerosols in perturbing cloud prapéstibound to exert a
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significant effect on the radiation balance. Witherehce to Figure 2-7, note that the
direct effect of aerosols, which includes the four cattieg bracketed under “Aerosols,”
are generally cooling effects that primarily occur in thegions withr aerosol
concentrations. Direct forcing by sulfate aerosolthes simplest of the various aerosol
effects to be included in global models. However, thisifgy estimate is still relatively
uncertain and requires a more focused effort in ordpimt@ down. The difficulty in this
case emphasizes the problem of modeling aerosol-relatetige on the global scale.
The first indirect effect of aerosols, which causdsuds to reflect more incoming
radiation back into space, is shown to be a coolingcetteat may either completely
counteract greenhouse warming or may have no effedt depending on where the true
forcing falls within the range of uncertainty. The secomfirect effect of aerosols, due to
increased cloud lifetimes, is not shown in this figure ibutmentioned by the IPCC’s
report as being potentially important, but it is so unaoerds to prevent the panel from
defining even a qualitative range of uncertainty. Thisc¢fethought to result in cooling
of comparable magnitude to the first indirect effé&dfstayn and Penner, 200but it is
not included in Figure 2-7 because it is even less weknstood than the first indirect
effect. The semi-direct effect, caused due to the evaporaf clouds through solar
heating of the boundary layer by absorbing aerosols suBl and a process termed as
indirect soot forcing, which refers to the change in sadivedo due to BC aerosols, is so
poorly understood that it is mentioned nowhere in the [BCdiscussion. The
dependence of the indirect effects of aerosols on @mwviental parameters, on aerosol
size, and on aerosol composition is poorly constraiaad, often altogether ignored in
global modeling efforts3einfeld and Flagan, 1999

The presence of clouds is another prominent feature ofatuosphere that
impacts the energy budget. Knowledge of the effectscafds on the Earth’s radiation
budget is important both for accurate weather forecastimd) for studying possible
climate change. The Intergovernmental Panel on Cli@atnge (IPCC) points to clouds
and related feedbacks as one of the main uncertaintibe prediction of future climate
[Houghton et al., 2001 The process and interactions are however not tullyerstood.
Clouds and water vapor are essential stages in the cy¢mgter between the Earth and
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its atmosphere. Water vapor is the fundamental ingnédh the formation of clouds, and
clouds act as sources and sinks of water vapor. Clouds influgimcate by reflecting
solar radiation, which asserts a cooling effect, bey tiso warm the planet by absorbing
the infrared radiation, and reemitting it back downwaSiephens (2005) states that
“The “thermal absorbent” character of water is gyeahhanced when in a condensed
phase. On a molecule by molecule basis, water ireregblid or liquid form in the
atmosphere absorbs more than 1000 times more stronglyirthgaseous form.” This
enhanced absorption is inferred from the relationshipsd®at the broadband clear-sky
emissivity and water vapor path and the equivalent broadtland emissivity and cloud
liquid (or ice) water path, and is important becaugepitesence of clouds plays a major
role in absorption of LW radiation. Clouds affect Batclimate in a number of
additional ways, such as by distributing the effectheflatent heat of condensation from
transporting heat, moisture and atmospheric trace oot over large distances, and
by precipitating water to the surfacBouquart et al., 1990; Arking, 1991; Chahine,
1992; Kiehl, 1994 They also play a key role in the atmospheric braothhe
hydrological cycle, which is closely associated withdlemate system.

The difficulty in associating the influence of clouds dw tEarth’s radiation
budget arises because of two competing effects;

1) Albedo effect — the increase of the reflected SW rahatiith increase in cloud
cover,

2) Greenhouse effect — the decrease of emitted LW infraadétion with an
increase in cloud cover.

To be able to understand how they affect the radiatizester, the radiative
properties of clouds need to be known. Both effects depenhdnty on the amount of
cloud cover, but also on their geometrical and microphygicoperties. However, this
information is not available for clouds even in crude apipnation. The location of the
cloud in the atmosphere also plays an important roldetermining if it will assert a
warming or cooling effect. Clouds that lie low in thenasphere, such as cumulus and
stratocumulus clouds, are typically thick and opaque. Téey to cause a cooling effect
as they reflect most of the solar SW radiation backpace, allowing only a fraction of
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the radiation to reach the surface. Being near theasairind at almost the same
temperature as the surface they radiate at nearlyatine intensity as the surface and do
not greatly affect the infrared radiation emitted tocgparhe LW radiation emitted
downward from the base of low clouds does tend to waenstinface, but the cooling
effect of these clouds dominates over the warming tefide high clouds in the Earth’'s
atmosphere are highly transparent to shortwave radiabah, absorb the infrared
radiation emitted by the Earth’'s surface. They theit &me LW infrared radiation both
out to space and back to the Earth's surface. Becauseiotheight in the atmosphere
they exist at very low temperatures and consequentlgiieegy radiated upwards into
space is lower than it would be without the cloud. Thetmadl energy radiated towards
the surface causes a warming of the surface and atmosptietieese high clouds tend to
promote a warming effect. Figure 2-9 illustrates the atmosgpliefluence of clouds
depending on their location in the atmosphere.

L

FRedeciad
Soler Rediabon | e thicker Clouds

Raflateg
Solar Radistion

Pefiactad by
trz Burface

| Oy (P

Figure 2-9:Low clouds effectively reflect SW solar radiation thasserting a coolir
effect on the planet. The higher clouds in allow moghefsolar energy to pass throt

but trap a large portion of the infrared radiation agsgré net warming effectnothe
planet NASA Facts, 2005
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Because of the differences in how clouds affect thdéatian balance, predicting
the impact of any particular cloud on the temperatureEarth’s climate system is
difficult. Since information on the microphysical aratliative properties of clouds is not
available on a global scale or for long time periokds,doncept of cloud radiative forcing
(CRF) is used to assess the radiative effects ofislgCharlock and Ramanathan, 1985;
Ramanathan 1989; Harrison et al., 1990; Hartmann et al., 199Be cloud radiative
forcing calculates the amount by which the presencelmfds alters the top-of-the-
atmosphere energy budget. The data used to calculate thes@&ken from models and
satellite observation. The net radiation at the tofh@fatmosphere is given by,

R=S(le) - F=Q-F [2.3]
where
S is the insolation
a is the planetary albedo
F is the outgoing LW radiation
Q is the absorbed solar radiation

The net cloud radiative forcing, NCRF, is given by
NCRF = C - Gear [2.4]

NCRF = SWCF + LWCF = (Q — Qa) — (F — Riea) [2.5]

Typically, the short-wave cloud forcing (SWCF) is nisgmbecause of the albedo effect
and the long-wave cloud forcing (LWCF) is positive dueh® greenhouse effect. The
net of the two effects depends on the cloudiness, lndg¢ometrical and microphysical
properties of cloud structures. Results obtained from thghERadiation Budget
Experiment, in Table 2-4, show that clouds double the albétiee Earth from a value of
0.15 to 0.3 Harrison et al., 199D About 50 W/nf of SW radiation is reflected by clouds



30

Table 2-4: Estimates of the effects of clouds onrduhation budget at the top of
atmosphere. Data obtained from the Earth Radiation Buglgetriment. Global averac
for years 1985 — 198%prrison et al., 199D

Quantities at the top of the | Global mean Clear sky Effect of clouds
atmosphere
Outgoing terrestrial radiation 234 (W/m? | -266 (W/m?) 32 (W/m?)
Absorbed solar radiation 239 (W/m?) 288 (W/m?) 49 (W/m?)
Net radiation 5 (W/m?) 22 (W/m?) 17 (W/m?)
Albedo 30% 15% +15%

and the LWCF due to clouds is 32 W/rfhe net effect of the cloud population adds up
to -17 W/nf. Based on this study and the ISCCP d&espow and Schiffer, 199%he
results point to that fact that, at present, clougsras cooling effect on our planet. The
Third Assessment Report (TAR) published by the Intergoverrah®atnel on Climate
Change (IPCC) in 200IHpughton, 200[Lstated, that the Earth will warm by between
1.4 °C and 5.8 °C by the end of the twenty-first centuhest estimates are based on
modeling studies with global atmospheric circulation nfdehe human-induced effect
on the planet, the uncertainty in the understandingeophliysical processes involved, and
the inability to describe the effects in the modelsfactors responsible for the range in
the estimate of temperature change. Cloud processeslatatifeedbacks are explicitly
mentioned in among the physical processes leading to langeErtainties, a fact that is
confirmed by a recent quantification study of modeling wagaties by Murphy et al.
(2004).

The effects of clouds on LW and SW radiation compensate @#er producing
a much smaller net effect. Any process that affects anie components without a
reciprocal change in the other has a great potentiahlfering the Earth’s radiation
budget and thus climate. Therefore it is important Watunderstand how clouds will
respond to changes in climate, which might be induced lenhanced greenhouse effect

or some other factor. Developing models to predict futlirmate changes without better
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understanding cloud dynamics and microphysics will lead taltsesvith very low
confidence. Anthropogenic impacts on clouds, such asnthect aerosol effects and the
semi-direct aerosol effect also need careful condideréo determine effects on cloud

dynamics and its coupling to cloud microphysics.

2.4 Optical Scattering

Most of the light that reaches our eyes suffers sso¢ of scattering by the
molecules and particles in atmosphere. Scattering isntbeaction of electromagnetic
waves with matter and occurs at all wavelengths in dleEtromagnetic spectrum.
Scattering can be divided into two broad types, elastattering and inelastic scattering.
Elastic scattering involves negligible loss or gain oérgy by the radiation field (the
volume scatter may be Doppler shifted by wind or by randmmital broadening), hence
energy is conserved and the scattered frequency is nierlgame as the incident
frequency. Inelastic scattering involves change in theggnef the radiation, as the
internal energy levels of atoms and molecules acgezk and the scattered frequency is
different from the incident frequency. In this sectio@ discuss briefly the principle of
two types of elastic scattering, Rayleigh scatteringl &nie scattering. Inelastic
scattering, particularly Raman scattering, will becdgsed in the next chapter.

When a particle is placed in a radiation field, the gbarwithin the particle
respond to the electric field of the photon. As the Bfsive interacts with a discrete
particle, the electron orbits within the particle’s sttnent molecules are perturbed
periodically with the same frequency as the electietd fof the incident wave. The
charge distribution is stretched in the direction of tiedd, resulting in an induced
electric dipole moment. The positive charges move indifection of the force exerted
on them by the field and the negative charges in the dppdisection. In the case of an
electromagnetic wave at the frequency of light, whdre electric field is rapidly
oscillating (18*10™ Hz), the electrons respond according to the incideftt figensity
and direction, and the inertia of the positive chargegditheir response. The changing
field causes the charges to oscillate at the frequehtligeoincident radiation, and the
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moving charges in turn radiate an electromagnetic wasethe scattered field. In the
process of elastic scattering, the scattered field fraamy scatterers results in a new
wave front that has nearly the same frequency (onheréifit by the Doppler shift
experienced due to the random velocity of the scattaretbor the ensemble motion due
to transport of the volume by wind), propagation diregtiand polarization as the
incident radiation.

The scattering of light or other electromagnetic aadn in the atmosphere
involves molecules and particles both larger and sm#ii@n the wavelength of the
incident radiation. Based on the size of the molecatal particles that scatter we divide
elastic scattering into Rayleigh scattering and M&tering. The smallest particles that
we consider as scattering light radiation are atond molecules, which are much
smaller than the wavelength of visible light. Rayteggattering describes light scattering
from molecules at all wavelengths. Basically any pketiwhich is small compared to the
wavelength of the radiation (<~ Q)1 scatters radiation very much the same way
molecules do, and this type of scattering is known gdeRRg scattering. The theory was
explained by Lord Rayleigh in 1871 and explains the blue o$kiigMcCartney, 1976;
Young, 1982Van de Hulst, 1981 Rayleigh scattering is applicable to small, diglect
(non-absorbing), spherical particles. When the sizehef garticle is not negligible
compared to the wavelength, a more complicated scajtgrattern is known as the
solution of Maxwell's equations for the case of Miatsering McCartney, 1976Bohren
and Huffman, 1983; Bohren, 1992The theory of Mie scattering (after Gustav Mie)
encompasses the general spherical scattering solWia L90§ (absorbing or non-
absorbing) without a particular bound on particle size, eexd be used to describe
scattering by large aerosol scatterers such as cloudslgmrtain and hailstones. Mie
scattering theory has no size limitations and convem#se limit of geometric optics for
large particles, and to the Rayleigh scattering solutar small particles. The Mie
scattering theory assumes the scatterers to be spherkslue to the lack of any other
easily applied method for calculating scattering by ndrespal particles, is most
frequently used for approximating complex shaped aeros@gsstribution of spheres.
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2.4.1 Rayleigh Theory

As described previously, Rayleigh scattering is applicablearticles whose size
is small in comparison to the wavelength of radiat@ansider the case of an EM wave
passing a small scatterer as shown in Figure 2-10. Thaatiter of the electromagnetic
wave with the scattering molecule or particle givies to a dipole moment, induced by
the incident field. The dipole is induced in the same tlorcas the incident electrical
field vector, and its moment is proportional to trediwith the same phase as that of the
incident field. The oscillating dipole moment, which isven by the incident wave,
generates a secondary wave. The oscillatory moti@beafronic charge in the molecule
can be considered to be analogous to small-scale cunrantertzian dipole antenna of
microscopic dimensions. The following derivations are thasethe work by McCartney
(1976). For a particle of radius maximum value of the incident fiele,, and refractive
indexn, the dipole momen, is expressed as,

D, :477£0r3( nz_leo. [2.6]

n?+2

The average power of the secondary weaseis related to the power in the
primary wave by the maximum value in the dipole monmgninduced by the incident

wave,

_af'p, sin*g

2.7
32 C°R? [2.7]

whereo is the electromagnetic angular frequengyis the angle between the dipole axis

and any direction of interest aRis the distance along this direction. If we use Eq. 2.7,

o = 2rc/h and apply the relationship in Eq. 2.6, we obtain the exeattintensity, 1),

from a single patrticle.

E= = [2.8]
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In Eq. 2.8 the irradiance E, which is the flux per unit @&lamgth per unit area, produced

at a distance R, is related to the intensity I.

Electric vector
in XY plane

Ciscillating dipole
moment

XZ Plane

Reference sphera

Figure 2-10: Geometry of molecular dipole radiatidcCartney, 197p

The scattered intensity, ¢(), from a single particle is given by,

_ 8 crlsin’® qo( n —1JZE 2

I(®) [2.9]

A n+2) °°

From Eg. 2.9, the scattered intensity and the energyveamoom the incident beam is
proportional to the sixth power of the radius for a sgghéparticle. We can also see that
the scattered intensity is proportional to tHe gower of frequency (*4 power of

wavelength). The scattered intensity is also governedibyg, which describes the

dipole field. We can extend the above concepts and eqsdab define the angular and
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total scattering cross-sections, which are importardcattering theory, as they lead to
several coefficients and expressions having great prhuotitity.

The angular scattering cross-section representsatizeaf the scattered intensity
to the incident irradiance and is defined as the cresses of an incident wave, acted on
by a molecule, having an area such that the power flovarasa it is equal to the power

scattered by the molecule per steradian at an angMhen the scatterer is very small, in
the case of Rayleigh scattering, the angular crosgeeec,(¢), is obtained by dividing

Eq. 2.9 by Eg. 2.7, and is given as,

o,(9S=1(¢) [2.10]
ap(w):lwr/]fi” w(:%:;j . [2.11]

An expression identical to the one above can be mddafrom Mie theory when the
particle satisfies the small-size requirement r 40Q.0

The total scattering cross-section is defined as diwgs-section of an incident
wave, acted upon by the molecule, having an area sucthéhpower flowing across it is
equal to the total power scattered in all directions. foee the total scattering cross-
section is obtained by taking the integral of the asgciloss-section ovemnteradians,

o, = fap(w)d j G”Ar sin w(: ;;j dw. [2.12]

Substituting d=2nsingd¢ into the above equation, we obtain

Up:32ﬂ5r (n _ j jsm @wo. [2.13]

A4

_1287°r°® [ n? -1Y
P At nP+2)

[2.14]
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While the above equations account for the redistribudfoncident radiation due
to light scattering, incident radiation may also beabed by the particle. The rate of the
total amount of incident energy removed from thedaot beam due to interactions with
a single particle is calculated directly from theimotion cross section. The extinction
cross section represents loss of energy from thdentibeam due to both scattering and

absorption. The extinction cross sectian,,, may be expressed as

Uext = Uabs + Usca’ [215]

where g, and o, are the absorption and total scattering cross-sectiesgectively,

and have dimensions of area. For most aerosol paracie non-absorbing molecules, the
extinction cross-sections depend only on the totaltextiad cross-section. Also, the
concepts of efficiency factors, which are widely usedVie theory, are applicable to
small particles in the Rayleigh regime. The scattgefficiency factor is defined as the
ratio of the total scattering cross-section to the ggamcross-section of the particle.

For patrticles that can be assumed to be spherieagftitiency factor, Q, is given
as

Qu=—%, [2.16]

where the subscript x could refer to extinction, apBon or scattering. Hence, we can

write

Qext = Qabs + Qsca' [2 17]

From Eq. 2.14 we can deduce the total scattering effigieh@a small sphere to
be

_12877“r4(n2—1j | (2.18]

SCAT 3 | n?+2

Thus, we see that for small particles the scattezffigiency is dependent on the
wavelength and can be used to explain the blue of theltleyparticles that are small in

comparison with the wavelength are inefficient scatter but their efficiency rises
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rapidly with particle size. However, this relationsigmot maintained beyond r = 0201

which can be considered to be an upper limit for Rayleagttering calculations.

2.4.2 Mie Theory

When the particle dimensions are appreciable compardu tewvdvelength of the
incident radiation it is no longer sufficient to coreidnerely an induced dipole in the
scattering analysis. The scattering process is ngcoreplex, as a three-dimensional
charge distribution is set up within the scatterer witim-manishing quadrupole and
higher moments. Such scattering by particles, whosassgeater than about 0.01 times
the wavelength of the light, is called Mie scatteriklye scattering is characterized by a
complicated dependence of scattered light intensity eratiygle of observation, and an
increasing component of forward scatter compared tkslbatter intensity, as the particle
size increases. Also, unlike Rayleigh scattering, ti®ligtle dependence on wavelength
when the particle size becomes large compared with #velength, as can be observed
in the scattering of light by cloud particles. Thus a whiteid and a blue sky symbolize
the limits for the two types of scattering.

The theory developed by Lorentz in 1890 and Gustav Mie in 190@isally
used to describe the scattering of light by aerosols. thieisry can only be applied to
particles that are spherical or ellipsoids, therefotemplex shaped aerosols are
frequently assumed to be a distribution of spheres farahalysis. Mie theory solves
Maxwell's equations for the electromagnetic fieldshin a dielectric sphere in terms of
an expansion in spherical harmonics and Bessel funcfitnesproperties of the scattered

wave emerge in terms of the dimensionless size pargmete
=——=kr. [2.19]
When the size parameter is less than 0.2, scatteripguigles may be described using

the Rayleigh theory. Otherwise, scattering by lagggeticles is typically described using
the Mie theory. Since the derivation of the scatterorgnilas resulting from Mie theory
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is tedious, only a few of the results are presented, lised on work from McCartney
(1976) and Bohren and Huffman (1983).

The angular characteristics of Mie scattering fopaiticle sizes and wavelengths
are expressed by two intensity distribution functiprandi,. The light scattered by a
particle at an observational andglemay be treated as consisting of two components,
which are polarized perpendicular and parallel to thaeplaf of polarization of the
incident EM wave. These components are proportional tivtbantensity distributions
i1 andiy, respectively. These functions represent the primatyfedom Mie theory and
depend on the size parameterthe refractive index, m, and the angle The intensity

functions are calculated from an infinite series arelgiven as,

. = 2n+1 . . . .
[ = T%[u,,;‘rﬂ (cos# )+ b7, (cosd ;] [2.20]
mnln+l)

[2.21]

— 2n+1
=2 — [u r, lcosd@)+br, I,L:Dse‘v‘J]

[

Each series converges slowly, and whers greater than unity the number of terms
required for satisfactory convergence is somewhat grebtt the value ot. The
scattered waves consist of partial waves radiated bythigpoles formed by the electric
charges constituting the particle. The first partial wamanates from a dipole, the
second from a quadrupole, and so on to higher orders. Tpiwatas of the H electric

partial wave are given by the complex functiapsindby.

R | -f'_ L ?'l.lf?'
Polor ) e j—m P, (me ) ' e [2.22]

'I:'r' = g W F W F Vo %
' sl )V (mex | —mW, (mex ) S, ()

m'V (V' (me V=Y (ma VY ()
A A -V [2.23]

b =
n - v ; \ . v et .
me (o | (mex =" (mex ) S, (ex )
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The values ok, andb, are found from Ricatti-Bessel functions, whose argumane
formed from particle characteristicsand m. The Ricatti-Bessel functiodsand & are

defined in terms of the half-integer-order Bessel fumcid the first kind(J..v/2(z)),

where
b
{ Tz W2 )
llj.ll I: :-.:Iz ; Th *-'Ir,.._1 3 |: 7l [224]
1
[Tz |2 oo e 2.25
‘:-;-.'-I::']:;Ti Hr.'+11|-‘:-|:llj.-.-l-‘::"'_{}‘.lll-:-.l [ ]

and where Hy2(z) is the half-integer-order Hankel function of thecend kind. The
parameter Xis defined in terms of the half-integer-order Besseattion of the second
kind, Y.,.s2(2),

- T

X, .;;';=_;:"’__*' RANE [2.26]

|
- n+l2 4
2

=

The angular dependent functispandrt, are expressed by the Legendre polynomials as

(cos ) PV (cosd)

T (cosf)=t—

’ sin# [2.27]
My

- (cost)~ LB (058) 2.2
d8

When a particle is illuminated by unpolarized light repneésd by two electric vectors of
equal magnitude perpendicular and parallel to the planébsdreation but having no

coherent relationship, the scattered light consist&@fincoherent components given as

A (i,
I(H)—E4n2[ ; j [2.29]
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Proceeding as we did for Rayleigh scattering we caaimiithe angular scattering
coefficient.

The total scattering coefficient is then obtained bggnating the above equation over 4
steradians.

2

Lt S|n alé. [2.31]
an ;[ ?

For purposes of computation the above equation is useglhgsented in terms af and

b,as

+|by|%) - [2.32]

Dividing the above expression by the geometric crossesectr ?, gives the scattering

efficiency factor

o 2
:aiz @n+1(a,| +[b,"). [2.33]

Figure 2-11 shows the scattering efficiency calculatedigudilie theory for
various values of the size parameter. Wheis very small, the value of the efficiency
factor is much smaller than unity. Particles in tleigion comprise of Rayleigh scaterers,
and these particles scatter far less flux than wbaldhtercepted by its geometric cross-
section. Asy increases, the efficiency factor rises to a maximvatae near four and then
slowly converges to an average value of two. For pestich the Mie regime, two
characteristics are noted. The large maxima and minppée structure is observed due
to the complex interactions of scattered and refractgs that result in constructive and
destructive interference along different paths. Theleilige structure in the form of
small extremely sharp peaks and troughs is observedofeabsorbing particles if the
real part of the refractive index n is larger than 1.s€hgpple-like fluctuations result
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from the resonances of virtual modeBohren and Huffman, 1983In addition the
efficiency factor converges to a value of two indicatithgt twice as much energy is
removed than expected based on the geometric crossnséeldtis is referred to as the
extinction paradox. In actuality, one half of the @yeris removed by
scattering/extinction, while the second half is rentbvia near-forward angle diffraction
and the efficiency of each of these factors is 1.

4.5
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Figure 2-11: Scattering efficiency factor versus size patantalculated using Mie theory.

The scattering of electromagnetic energy in the afthere is as complex as it is
important, and hence this section was not an attemgirdwide the reader with a
complete tutorial on elastic scattering, but to intre&dtlte concepts to the reader. The
reader is referred to Van de Hulst (1981), Bohren and Huffth883), and McCartney
(1976) for in-depth analyses of the theory and concepattecketo the topic.
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Chapter 3

Instrumentation and Measurement Techniques

3.1 Introduction

Historically, measurements of our atmosphere have dera using single-point
sensors. Although these instruments are usually prestsacurate, they fail to provide
us with continuous spatial and temporal coverage of datdescribe the parameter
variations and dynamical effects. During the past fesades, since the advent of the
lasers and other technologies, active remote senssiguiments have been developed
which help us to observe and continuously monitor the Bastirface and atmosphere
on a three-dimensional scale. These measurements hawetly gneproved our
understanding of the environment and the functioning of itxcqgeses. The remote
probing techniques of the atmosphere using laser soueesalid LIDAR, described by
its acronym Light Detection and Ranging; it is the agion of radar at optical
wavelengths. In this chapter we briefly describe the theboperation and measurement
techniques of Penn State’s LAPS Raman lidars.

3.2 Lidar Atmospheric Profile Sensor (LAPS) Lidar

The Lidar Atmospheric Profile Sensor (LAPS) instrumeas built by the staff
and graduate students of the Applied Research Laboratady tlee College of
Engineering of Penn State University, as an operationabfype for the U.S Navy. It is
the third Raman lidar system designed and fabricatedrat S&ate. The LAPS Raman
lidar provides the profiles of water vapor and temperatareeal time data products to
support requirements for profiles of RF-refraction andewwlogical dataRhilbrick,
1998. The LAPS instrument uses Raman lidar techniques to geosimultaneous

profiles of water vapor, temperature, ozone and opgsahction [Philbrick, 2001.
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These measurements provide the key results for undergjama processes involved in
the evolution of pollution episodes.

The LAPS laser transmitter sends a pulsed beam adahkled (532 nm) and
quadrupled (266 nm) wavelengths of the Nd:YAG laser into thesghere, and a
telescope receives the signals that have been bateksdaby the molecules and particles
of the atmosphere. The time interval between the mmmsson of the pulse and the
reception of its backscatter signals gives the altitwdethe scattering volume.
Measurements of the atmospheric properties and comgstaee obtained from the return
signal intensity at the transmitted wavelength as a®lat Raman shifted wavelengths.
LAPS was tested onboard a U.S. Navy ship, the USNS SUMULEIng September and
October 1996 while deployed in the Gulf of Mexico and Atlardicean. Since then
LAPS has been used in a number of research investigatuimsh have been primarily
concerned with understanding air pollution episodes.’®EAPS is a rugged instrument
that was designed for automatic operation to enable uriegsin virtually any
environment at any given time. Raman lidar measuremersrafspheric properties are
expected to be the major tool to provide the meteorcdbgiata in the future.

Penn State University’s LAPS lidar consists of more tivganty sub-systems to
control its operation and obtain measurements. Theapyiraubsystems of the LAPS
instrument are the transmitter, receiver, detectdg dallection electronics, and control
system. The transmitter, receiver and control systeerhoused in a weather-sealed unit
so that it can be deployed in the outdoor environment pachted under a wide range of
environmental conditions. The unit includes an environmextalrol sub-system, with
air-conditioning and heating, to maintain the instrumerthiwia range of acceptable
operating temperatures. This primary part of the instrummastbeen termed as the ‘Deck
Unit’. The deck unit also includes a safety radar systemutomatically shut down the
laser beam when an aircraft enters a 6° cone anglmérthe beam. Another system
called the ‘Console Unit’ houses the command computeectbat and the data analysis
and display electronics. The console unit and the declammiconnected by power lines
and fiber optic cables used to control the system operaiind to transfer the received
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signals from the receiver telescope to the detectdwes pfimary subsystems of LAPS are

summarized in Table 3-1.

Table 3-1: Summary of LAPS subsystems.

Transmitter Continuum 9030 =30 Hz | 600 mJ @ 532 nm

5X Beam Expander 130 mJ @ 266 nm

Receiver 61 cm Diameter TelescopgFiber optic transfer
Focal length— 1.5 m

Detector Eight PMT channels 660 and 607 nm — Water Vapor
Photon Counting 528 and 530 nm — Temperature

295 and 284 nm — Daytime Water Vapor
277 and 284 nm — Raman/DIAL Ozoneg
607, 530, and 284 nm — Extinction

532 nm — Backscatter (3m resolution)

Data System DSP 100 MHz 75-meter range bins
Safety Radar | Marine R-70 X-Band Protects 6 cone angle around beam

The transmitter is a Nd:YAG laser, which operates fatndamental wavelength
of 1064 nm. The Nd:YAG laser is pulsed at 30 Hz with an oyiputer of 1.6 joules per
pulse at 1064 nm. The laser transmits an average power\Wa#t8 at its fundamental
wavelength with a peak power of about 200 MW. Frequency doublingj@emdtupling
crystals are used to generate the second harmonic (532nanfp@ath harmonic (266
nm) from the fundamental wavelength (1064 nm). The residualapyinvavelength is
then dumped inside the instrument on a water cooled subfa@ dichroic beamspilitter,
while the 532 nm and 266 nm beams are sent through a 5X beandexpad then into
the atmosphere. It has been proposed to use the 355 ramisaion wavelength in the
design of the Advanced LAPS (ALAPS) syste®ligk, 2002 The laser transmitter
system of LAPS is shown in Figure 3-1 . Characteristicthe transmitter section are

given in Table 3-2 .
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Figure 3-1: LAPS Transmitter optics (photo credit, GRilbrick).
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Table 3-2: LAPS transmitter characteristiPsijbrick, 1998.

Laser Continuum Model 9030 with 5X Beam Expander
Pulse Repetition Frequency 30 Hz

Pulse Duration 8 ns

Fundamental Power 1.6 J/Pulse

Power Output at 1064 nm Dumped into heat sink

Power Output at 532 nm 600 mJ

Power Output at 266 nm 120 mJ

The 5X beam expander is used to expand the beam from 9anmatér to 4.5 cm
diameter. The larger cross-section area achieved twéhbeam expander serves two
purposes by ensuring a power density below ANSI standamdsdar-field diffuse
reflections and by reducing the beam divergence to desnfiald-of-view at a distance.
The beam expander decreases the divergence of thenittadsbeam by five times to
about 8Qurad so that it is confined within the 2ffad field of view of the telescope and
fiber combination $lick, 2002 The deck unit also consists of a X-band radar, whsch i
used to prevent any hazard due to reflection from araétiritying through the beam. The
radar forms a 6° protecting cone around the beam and sleuteam off automatically if
it detects an intrusion. It is designed to automaticdlBable the laser Q-switch if a
targets return signal is detected. The X-band radar t@seed 9375 MHz with a peak
pulse power of 10 kKW.

Since a lidar receiver is a light collecting systerd ant an imaging system, the
two main requirements of the receiver are to coligbt backscattered from a minimum
near-field distance to infinity, and to concentrdie tollected light inside a field stop
aperture or optical fiberJgnness et al., 1987The receiver subsystem, shown in
Figure 3-2 , consists of a prime focus reflecting telescopastructed with a parabolic
mirror 61 cm in diameter with a focal length of 1.5 m, anfiber optic cable. The fiber
optic cable is 1 mm in diameter and is located at dmalfpoint of the mirror. The
position of the fiber can be easily adjusted from thesote by computer-controlled 3-
axis micropositioners. The return signal is reflected famdised into a 1mm fiber as
shown in Figure 3-2 . Fiber optic cables provide a convefansfer of signal light from
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the telescope to themote detector box, and the fiber also serve asddteb to limit
the transfer of background light to the detector ki@nfess et al., 197The fiber optic
cables transfer the return signal to the detector bdkeirconsole unit, where the Raman
wavelengths are separated and the signal photons arertamhto digital pulses by the
photomultiplier tubes (PMT’s), which are used in pulseecigdn mode. In the detector
box, seven of the filters are selected at the vibnali and rotational Raman-shifted
wavelengths corresponding to the laser wavelengths at 53ndr266 nm. The eighth
filter is centered at 532 nm to measure direct backscatber.light entering into the
detector box from the fiber optic cable is then dirédtevard each of the filters using
wavelength-separating (dichroic) and intensity-separdt@amsplitters. The signals pass
through their respective narrowband filters and are themsferred to photon counting
PMT’s. High sensitivity PMT'’s are used because then&®a scattered signals are weak
due to small scattering cross-sections and low cond@mtsaof scatterers. For optimal
detection performance of the Raman signals, the Pbhbaild have high collection
efficiency, good multiplication statistics, low noisand high photocathode quantum
efficiency in the spectral range of interest. In oradestiabilize gain sensitivity, reduce
dark current effects, and provide a linear response owaga tlynamic range, the PMTs
in the LAPS detector are used in the photon counting mdus.nieans the individually
generated current pulses for each photoelectron aretetbteith a pulse height above a
set threshold; rather than performing an A/D conversidhe DC current level<dhada,
2001. Data from the seven wavelength channels are storeditamaously in half-
microsecond channels providing range bins of 75 m resolution.

The console unit consists of the command computerctdeigohoton counting
electronics, and the data processor. It is possiblettratall the subsystems of LAPS
from the command/analysis computer in the console When the system is in
operation, the data acquisition system transfers grals, as photon counts are detected
by the PMT’s, to the computer for processing. The rawa da¢ processed in real time,
and vertical profiles of atmospheric temperature, weégpor concentration, ozone, and
raw photon counts are displayed. LAPS has a vertisalugon of 75 meters for seven of
the PMT’s and a vertical resolution of 3 meterstha backscatter detector. The raw data



48
are used to profile the water vapor mixing ratio, ozoaeperature and extinction using
the lidar equation, which will be discussed in 3.2.2 .
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Figure 3-2: Receiver components and schematic of receivaah lfphoto credit, ®R.
Philbrick).
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Figure 3-3: LAPS detector box with steering optics anddieut of each PMTJenness et a
1997.

3.2.1 Raman Scattering

Penn State University’'s LAPS lidar measures the propesfighe atmosphere
from the Raman scatter signals generated by the besam interaction with the
molecules of the atmosphere. The process of saajteri incident EM radiation by a
molecule can be simply visualized as the electric fiéld photon causing an atom or
molecule to exist in a “virtual’ energy state for thestant the photon interacts with the
charge distribution of the molecule. The process @ tgabe elastic (Rayleigh scattering)
if the scattered frequency is nearly the same asrtieeint frequency and inelastic
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(Raman scattering) if the scattered frequency and thdeinic frequency are different.
Raman scattering shifts the frequency of the scatterewplvy the amount of the energy
difference associated with the vibrational and rotati@mergy states of the scattering
molecule. These scattering processes are shown sdtediyain Figure 3-4. The
scattered radiation is seen to have a lower frequeit®n the molecule gains energy
from the radiation field, a process referred to asStukes component. The anti-Stokes
component or the higher frequency radiation results whermolecule loses energy to
the radiation field by initially residing in an energyél above the final state. The anti-
Stokes transition is rare for vibrational transitiofisastmospheric molecules, because at
normal temperatures the vibrational energy states ealtbe® ground state are rarely
populated Measures, 1984
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Figure 3-4: Energy diagram representation of the Stak@satiStokes components ¢
to Raman scatterind’hilbrick, 1994.
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The intensity of Stokes vibrational Raman scatteringpigyhly one-thousandth
that of Rayleigh scattered component. Thus, the sensitf the process usually limits
the detection to molecules occurring in high conceuntnati Classification of the various
optical interaction processes in laser remote sensngivien in Table 3-3. Raman
scattering and fluorescence are the two interactiorcgsses that exhibit inelastic
scattering from the electronic energy states of nutdsc Fluorescence can be sometimes
used for high sensitivity detection of molecules, duéstdarge cross section. However,
in the lower atmosphere fluorescence of major atmogphewlecules requires
wavelengths in the deep ultraviolet region, and the iitiems reduced by collisional
guenching by air molecules; depending on pressure, temperatirbuamdity. The
emission spectrum of fluorescence is spread over manyraplates in most molecules
[Kobayashi, 198]7 These factors limit the application of this procesgemote sensing in
the lower atmosphere. The resonance scattering exeare currently being
investigated for applications to measure trace constguehispecies. The absorption
process is well developed and used for DIAL (Differdnfiasorption Lidar) in many

applications today for measurement of the concentaibéa particular species.

Table 3-3 Optical interaction processes used in lasesteesensing [afteKobayashi, 1987

. Received Interaction

Interaction process Detectable matter
wavelength cross-section ()

Mie scattering Ao 10%% ~ 10" Particle
Rayleigh scattering Ao ~ 10% Atom, Molecule
Raman scattering Aot AN 10%° ~ 10% Molecule
Fluorescence Aot AN 10%° ~ 10% Atom, Molecule
Resonance scattering Ao 10"®~ 10" Atom
Absorption Ao 10%~10*° Atom, Molecule

The Raman scattering technique is advantageous because gdaintitative
measurement capabilities using a single fixed wavelengtimaRacatter signals can be
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used to identify a trace constituent and quantify ittredato the major constituents of a
mixture [Measures, 1984 The magnitude of the frequency shift of the scatt@teaton
provides a unique signature of the scattering moleculaiesp€ethe frequency shift is
independent of the incident laser wavelength and correspgoritie vibrational energy
states of the molecular species. Observations of lidaasurements of Raman
vibrational scattering were first presented by Leonard (196Wy Teasured the Raman
scattering due to nitrogen to determine the atmospheric tisgiem as a function of
range [eonard and Caputo, 1974 Cooney reported measurements of the Raman
vibrational and rotational scattering from nitrog€opney, 1968 water vapor Melfi et
al., 1969;Cooney, 197p and ozoneCooney, 1986 Melfi et al. (1969) obtained the first
profiles of water vapor from the Raman scattered siggnahs summarized in Table 3-4,
the LAPS instrument uses the vibrational Raman scatteiggahls to measure water
vapor, ozone, and optical extinction, and uses thdigotd Raman scatter signals to
measure temperature. It collects the rotational Raragksbatter signals at 528 nm and
530 nm and the vibrational Raman backscatter signals at 607 nmp§6077 nm, 284
nm and 295 nm. The 607 and 660 nm signals are®tiS&dkes vibrational Raman shifts
from the N and HO molecules in the atmosphere excited by the secomdoms (532
nm) of the Nd:YAG laser. The 277, 284 and 295 nm signals @amesto the T Stokes
vibrational Raman shifts from the,ON, and HBO molecules in the atmosphere excited
by the fourth harmonic (266 nm) of the Nd:YAG laser. Tdtgorof the signals 660 nm/
607 nm and 295 nm/ 284 nm are used to measure the water vapentcation. The
ratio of rotational Raman signals at 528 nm and 530 nm protdesneasurement of
atmospheric temperaturkldris, 1993. Since the rotational states of all the molecufes i
the lower atmosphere are distributed according to the temperature, the temperature
can be directly measured by taking the ratio of thé&dxzatter signals at two wavelengths
in this distribution. Optical extinction is measured gsthe gradient of the measured
molecular profile compared with that expected for the ieiggadient D'Brien et al,
1994. Techniques to measure water vapor and ozone willdmissed in Sections 3.2.4
and 3.2.5 respectively. The measurement capabilities eofL&PS instrument using

Raman scatter techniques are summarized in Table 3-4 .
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Table 3-4: LAPS measurement capabilities using Raman sdatteniques Espositc
1999.

Property Measure ment Altitude Time Resolution
(km)
Water Vapor 660/607 Raman | Surfaceto 5  Night- 1 min.

295/284 Raman | Surface to 3 Day/Night - 1 min.

528/530

Temperature ; Surface to 5 Night - 30 min.
Rotational Raman
: L 530 nm Surface to 5 Night
Optical Extinction - 530 nm Rotational Raman 10 to 30 min.
Optical Extinction - 607 nm| 807 nm Surface to 5 Night
Vibrational Raman 10 to 30 min.
Optical Extinction - 284 nm 284 nm Surface to 3| Day/Night 30 min.
Vibrational Raman
Ozone 2771285 Surface 1o | pay/Night 30 min.

Raman/DIAL 2-3

3.2.2 Lidar Equation

Measurements using the LAPS instrument provide profilesabér vapor, ozone,
and optical extinction from the vibrational Raman srasignals, while rotational Raman
scatter signals are used to provide temperature profilestalh@hoton counts obtained
from the backscatter of the laser radiation provide uth wformation about the
concentrations of ) O,, and HO at different altitudes. Since LAPS utilizes the
backscatter of the laser beam, the form of the letgration is fairly simple, but the
interpretation of the lidar signal may be complicatedybgmetrical considerations that
include the degree of overlap between the laser beam afiglthof view of the receiver
optics, as well as the details of the telescope. Mbtese concerns were minimized for
the LAPS instrument through the choices made duringebgd. The reader can refer to
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Measures (1984) for the derivation of the scattering liqaagon, which is described by

the power of the signal received by a monostatic lidaotde byP(Ar,z), given by :

P(Jr, 2) = Pr(An)& (An)&(R) C—ZT Z—A2 LB A ex;{— [laOr2)+ae N | [3.1]

where,
z is the altitude of the volume element from whichreirn signal is
scattered [m],
At is the wavelength of the laser light transmittedl [m
Ar is the wavelength of the signal received [m],

Pr(Ar)  is the power transmitted at wavelengt{W],
&(Ar)  is the net optical efficiency at wavelengthof all transmitting
elements [unitless],

&(Ar)  is the net optical efficiency at wavelengthof all receiving elements

[unitless],
C is the speed of light in air [MT
r is the bin duration [s],
A is the area of the receiving telescopé[m

Bt AR) is the backscatter cross sectior']raf the volume element for
the laser wavelengttat Raman shifted wavelength[m™],

a(A,z) s the extinction coefficient at wavelengttat rangez' [m™].

Using Eg. 3.1 and the fact that most of the Raman mems&unts are based upon
ratios of signals of photon counts, we can obtainvdréical profiles of the atmospheric
properties. It should be noted that return signalsther LAPS system using Eg. 3.1,

Pr(A7) are the time-averaged values for transmitted powesaselengthAyr. It becomes
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apparent from the examination of the lidar equationttteRaman scattering techniques,
which use the ratio of the signals at two wavelengihsatly simplifies the measurement
of the various parameters. Most of the terms in thetmu cancel out in the ratio, so
specific details of the transmitter and the receiverrat required to obtain quantitative
measurements. In the above equagieiAr) is commonly known as the geometrical form
factor and is critically dependent upon the details ofréeeiver optics. The analysis of
the near field data (<800 m) is also important, becausdilimg of the detector causes
the effective profile of the received signal to be atig#td Mulik, et. al., 200D This
signal distortion can be corrected by normalizing theeatetl signal to the actual
received signal calculated using the geometry of thespti

3.2.3 Optical Extinction Measurement

Optical extinction, which is a measure of the totaratation of a laser beam due
to scattering and absorption in the atmosphere, isneotalirectly from the slope of the
measured molecular profiles of ldnd Q compared to the expected hydrostatic gradient.
The LAPS instrument measures the optical extinctionilpsofrom the gradients in each
of the measured molecular profiles, at 607 nm, 530 nm and 284 men284nm and
607nm profiles are derived from the Raman shift of nitrogatitering from the " and
4™ harmonics of the Nd:YAG laser respectively, and the 53mwelength is from the
rotational Raman scattering of th& Zarmonic laser beam. For these wavelengths the
extinction is mainly due to optical scattering by aemmswicluding airborne particulate
matter. The extinction coefficient can be deriveddlyefrom the Raman lidar equation
as described in Measures (1984). The Raman lidar equatiorl) déscribes the power

of the signal received by a monostatic lidar, given Qy¥E1.can be simplified to,

P(Jr, z):ZK2 B AR) ex —f[a(m, Z)+a(IrZ)] & | [3.2]
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where, the system coefficieit includes all of the system constants which are range
independent. Rearranging terms in the above equatiofRah®n lidar equation can be
expressed as

¢ . , | K BT, AR)
exp{![a(/]nz)+a(/laz)]dz}—22 POnD) [3.3]

Taking the log of both sides of Eqg. [3.5], the Raman letaration becomes

h 1.2 RZ ' = M ’ 34
Jlatir 2) + atie2)lee '”K“”LZP(AR,zJ >4

Differentiating the above equation with respect to zpiin

a(A.Z) +a(l 2) :diz {m{%ﬂ , [3.5]

The backscatter coefficie{AT,AR) can be shown to be

da(AT,AR,n)}

. [3.6]

ﬁ(AT Ar) Z) = N(Z){

. A AL, .
whereN(z) represents the number density of the molecules,{gn%(&)ﬂ} is the

differential Raman backscatter cross section ofvihmtional/rotational Raman shift at

wavelengthAr. Since the number density of nitrogen is a well-knovactfon of the

atmospheric molecules, it can be used to represent thenudensity of all the

molecules in the atmosphere. The differential fofmA(AT,AR) is

d _d do(A;,Ag, 1)
d—z|n BA . A, 2) _d—z{m N(2) +|n{d—QH [3.7]

d -d
- B, Aq,2) = 5, "N@ [3.8]
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The extinction coefficients in Eq. [3.5] can be writizs

alh, ) +alhk,2) =

3.9
aATmoFsca(z)_*_a/‘Taer—sca(z) +a,/‘Rmo+-sca(Z)+a,/‘Raer—sca(Z)+a,/1Tabs(Z)+a,/1Rabs(z) [ ]

whereg ,™ **(z)and o ,* =2 (z) are the extinction coefficients due to moleculad a
aerosol scattering at the transmit and receive l@agéhs, and, =>sare the molecular and

aerosol extinction coefficients due to optical apson. Both the transmitted and the
received wavelengths must be considered sinceiffieeetht wavelengths may experience
different scattering and absorption along the patle molecular scattering contribution
to the extinction can be easily calculated from gerature profile measurements or
models. Normally the temperature profile is obtdifeom the LAPS lidar rotational
Raman signals. The selected visible wavelengthsiatlocorrespond to any significant
molecular absorption features in the atmospheraeventer, the additional absorption at
ultraviolet wavelengths is due to ozone and camdssl to calculate tropospheric ozone
density Esposito, 1999, Mulik 2000The extinction at visible wavelengths is prinhari
due to aerosol scatter and molecular scatter @omiohs. The aerosol extinction
coefficient at the visible wavelengths can be esped by rewriting Eq. [3.5] as

d {.n N(z)}a (2)-a, ™ (2)

q 2
a/]Raer - dZ P(Z)Z A . [310]
1+ -7

R

The wavelength dependence of particle extinctioeffaents isA %, where 0.7 < q <1.9
for tropospheric particles. Here q = 1, which haerb suggested to be a reasonable
assumption for tropospheric particlesngmann et al., 1990At the UV wavelengths,
between 200 nm and 300 nm, the absorption duedneo® significant. Since the cross-
section for the Hartley band of ozone is well knofletter than 1%), and the ozone
concentration is measured from the departure ofntleasured &N, ratio from the
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expected constant value in the lower atmosphere, we damniee the ultraviolet
extinction due to aerosolsi[ 2004. For the UV wavelengths the extinction equation
includes the compensation for the ozone absorption as,

d N ( Z) _ mol _ mol _ Abs _ Abs
aerzdiln P(Z)Zz} a, (A-a, (9-a, " (2-a, (2

R 1+/17T

R

a, [3.11]

3.2.4 Water Vapor Measurement Technique

Water vapor concentration is a fundamental propertyhef atmosphere and
provides us with information about the most importanpprbes of our environment.
Water vapor is a primary factor in the distributionhefit energy over the globe because
of the latent heat taken up and given off during phase chawWégger vapor is also an
excellent tracer of the local atmospheric dynami¢se largest concentration of
atmospheric water vapor is found in the lower atmosphetats.concentration decreases
with increasing altitudeThe earliest Raman lidar measurements to yield th&aspa
distribution of water vapor in the atmosphere weregoeréd by Melfi et al. (1969) and
Cooney (1970). They used a frequency-doubled Q-switch rubydademormalized their
water vapor return using the nitrogen vibrational RamamrmefThe LAPS instrument
measures the water vapor mixing ratio by taking the maftithe signals from the®1
Stokes vibrational Raman shifts for water vapor and nitrogesfiles of water vapor can
be obtained during the day (295/284) and the night (660/607) with titaeviollet and
visible laser wavelengthsRpjan et al., 1995; Balsiger et al., 19P6LAPS has the
capability of obtaining day time measurements by operatiterisolar blind’ spectral
interval, between 230 and 300 nm, where stratospheric oabs®bs the incoming
radiation and limits the strong sky background radianbe. Water vapor mixing ratio is
expressed by taking the ratio of its number density towtimeber density of ambient air
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and multiplying by a calibration constant. The equation litaia vertical profiles of
water vapor at visible wavelengths is,

S0 (2)
W = cal
(2)=K 5% [3.12]

where,

Sh20 is the received signal from the vibrational Raman stifd,O at 660 nm,
Snz is the received signal from the vibrational Raman s, at 607 nm,
Kcal IS @ calibration constant.

The calibration constant, i may be obtained by fitting the ratio of the return
signals of HO and N with the data obtained from a radiosonde balloonater vapor
profile at the same time. Since we are taking theo rafi the two signals and the
numerator and the denominator have the same transwéllemgth most of the terms in

the lidar equation cancel providing a simpler equatiesppsito, 1999

ex —f[a()leo, Z)] dz’}
Ph20(2) _ ér(An20) B(AT, Anz0, 2) 0

Pua(2)  &(Anz) BT Mo, 2) ex{_ j[a( e 2)] dz} [3.13]

The extinction coefficient is assumed to equal the stitihe scattering due to
molecules, scattering due to aerosols along the pathihendbsorption by ozone. A
constant, Kystem is introduced to simplify the calculatioBgposito, 1999

exp| ~ [ [an(An20, Z) +@a(Anz0, Z) + Q0s( An20, 2)] &
PHQO(Z) 0

= kSyStcln
Pn2(2)

Z [3.14]
exp{— [[am(Anz. 2) + aa(Anz. Z) + aos(Mna 2)] dz'}
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where,

0m(Ax,2) is the attenuation due to molecular scattering aeleagth,,

0a(Ax,2) is the attenuation due to absorption and scaftefiaerosols at

wavelength\y,

0o3(Ax,2) is the attenuation due to ozone absorption at \wagéhA,.

Since the differences between the absorption antesogt due to aerosols at the
two wavelengths are small, they can be neglecteckaten as havingX® dependence as

an approximation,

Pr20(2)
Pn2(2)

= Ksyste* €X — I[O’m(/\H 20,Z'") — am(An2, Z') + ao3(Anz20, Z') — Qos(Anz, Z')] dZ' [3.15]
0

Equation 2.5 has to be corrected for molecular scattandgozone absorption at
the Raman shifted wavelengths in order to obtain an acowedér vapor measurement.

The molecular scattering at each wavelength is gisdBsposito, 1999

oK (2) = j am(Mx, Z) dZ' = ox j {NH(l—ex;{ "HZ'D dz} [3.16]
0 0
_kT(2)
H = mg [3.17]
T(2)=To+yz [3.18]

where,
N is the number density at ground level,

k is Boltzman's constant (1.380658 x*1)0
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m is average mass per molecule,

g is gravitational acceleration,

T, is the surface temperature,

y is the lapse rate of -6.5 K/km (valid only for the loi® km),

oy is the Rayleigh scattering cross-section at thRaman shifted wavelength.

The molecular component of the signal loss can thuseb®ved from the data
based upon the molecular scattering cross sectionshanfiactional abundance of, N
and Q,

= K*&L@exp(mzo—mz)K(z) .

W
@ SN2(2) [3.19]

The water vapor mixing ratio calculated from thHeStokes vibrational Raman
shift of the visible transmitted beam (532 nm) sloet need to be corrected for ozone

absorption and hence the above equation, corrémtedolecular scattering is used.

Since LAPS obtains profiles of water vapor in tletine by using theolar-
blind region, some of the transmitted radiation is atsorby tropospheric ozone and
hence correction for ozone absorption is neces&ryneasuring the Raman backscatter
return of Q at 277 nm and Nat 284 nm, it is possible to obtain the total czenlumn
density at low altitudes. Applying the Beer-Lamblaw to this ratio of @and N leads
to the following expressiorRenault et al, 198§dor ozone column density,

S0z - 02 exp(-C(2)), [3.20]
SNZ N2

where C(z) is the optical depth for ozone and is,
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o o\ — inf Sez
C(2) = (o, UNZ).([OSdz _|n(SN2J. [3.21]

The UV water vapor mixing ratio, which has been coreéde ozone absorption,
can be expressed in the form,

OH 20-0N2
Si20(2) (sm(z)J On2-0o2

S\lz(Z) S\lz(Z)

w(z) =K [3.22]

3.2.5 Ozone Measurement Technique

Ozone measurements are obtained by a DIAL (Differedizsorption Lidar)
analysis of the Raman shifts of K84 nm) and ©(277nm), which occur on the steep
side of the Hartley absorption band of ozone. Takiegratio of the return signal from
the Stokes Raman shifted signal from nitrogen moledunléke scattering volume, the
lidar equation reduces t8élsiger et al, 1996

_Z A ’ d'
Poz(z)sz(/]oz) LA, Ao,,2) eXp ‘([[CJ'( 02+ Z)]dz

Py, (2 A A2 [z I [3.23]
N2( ) fR( N2) IB( L N2 ) eXp _J‘[a(/]NZ’Z,)]dZ,
L o i
Choosing a system constant, ksystem,
Keystem= &R(Ao2) B(At, Aoz, 2) _ &r(Ao2) o2 [O2] [3.24]

) &R(AN2) B(AT, ANz, 2)  Er(An2) on2 [N2]

where,
Ox Is the Raman cross-section of x at the laseelgagth,

[X] is the number density concentration of x in #tenosphere.
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simplifies the above equation tBgposito, 1999

Po2(2) _ . Z , , , z , , |
() Keystert ex;{— { [am(Jo2, Z') = am(Mnz, Z')] &2 }ex;{— { [a03(Jo2, ') — aoa(Mnz, Z)] o | [3.25]

where,

am(Ax,Z) is the attenuation due to molecular scattering aeleagthi

ao3(A\x,Z) is the attenuation due to ozone absorption at wavélangt

The number density of ozone in a scattering volume igulzded by
differentiating the integrated ozone number density cteckfor molecular scattering
[Esposito, 1999] and is,

[0%(2)] :diz{ln(POZ(Z) 1 mj* ( 1 N (002 - on2)

Pn2(2) ksste ON2 — 002) (0,\,2 _ 002) K(2) [3.26]

From the above equation it is possible to obtain then@zmncentration at altitudes
above the first bin, i.e., approximately 113 m above groewel.l To incorporate ground
level measurements into the lidar profiles, surfacesmeanents are used. The reader is
referred to Mulik (2000) for a detailed explanation of thiscpdure for completing the
atmospheric profile of ozone to the ground. The primargrsrin the measurement are
due to the photon count limitation. A higher power lagansmitter and/or a larger
telescope receiver extend the useful altitude range ofilyeother factor influencing the
measurement is the ozone absorption cross-sectiamaagcand that is known to better

than 1% from laboratory measurements.

3.3 Campaigns

The data used in this thesis were taken from an extemiiteset that was
collected during several campaigns at different locatidhgs dataset contains a wealth
of information that could be used for future studies ofdiaer atmosphere, air pollution,
aerosol distributions, and cloud properties. The measuntsma this dataset were
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obtained through the dedicated efforts of numerous r&saar from different schools
and agencies. This section provides the reader with & hiseory of the various

campaigns.

3.3.1 Testing onboard the USNS Sumner (1996)

The LAPS instrument was initially prepared as a prototgggument to provide
real time data of meteorological properties and rafriagt It was tested successfully
onboard the USNS Sumner during the fall of 1996. This caynp& addition to testing
the LAPS instrument, also provided a rich dataset opitbperties in the lower marine
boundary layer. The LAPS instrument took measurememigtdr vapor, temperature,
extinction and ozone. Rawinsonde balloons were raledseng several time periods,
coincident with the lidar measurements, and were usezhgarison to the lidar data.
Testing of the instrument was carried out as survey tpesavere conducted in the Gulf
of Mexico off the Atlantic coast of the United Stat€ke lidar was able to obtain data for
an average of 10 hours each day during this period and wasoniimuously for
extended periods of one to several days on severasionsaMeasurements were made
during the day and night, and in all weather conditioesefl measurements were made
during cloudy conditions, with data available in-betwa@d through clouds with low
optical thicknesses. The capability to obtain high qu&iyducting prediction data with
real-time data products was showrhilbrick, 1996. This dataset also contains several

cases that show the convective uptake of water intbake of growing cumulus clouds.

3.3.2 Southern California Ozone Study (SCOS — 1997)

During the period between 24 August and 18 September 1997, ressdrom
Penn State University participated in the Southern CaldoOzone Study (SCOS) at the
Hesperia, CA site. The study was co-sponsored by théo@é Air Resources Board,
the Mojave Desert Air Quality Management District (MQMND), the USEPA National
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Exposure and Research Laboratory, and the US Marine &&9 Palms. The goal of the
study was to develop databases that support detailed phoiocahemodeling and
analysis to better understand the processes involved ifiothetion of high ozone
concentrations in the South Coast Air Basin and adfessouthern California regions
[CARB, 199P The Raman lidar was used to measure the atmosphegerpies in order
to investigate the processes leading to ozone productitmeihos Angeles basin and
subsequent transport into the high desert that lies teaste The site was located north of
the west end of the Los Angeles basin at the edgeediigh desert plateau. The Raman
lidar obtained profiles of water vapor, temperature, aahe during both day and night.
The dataset also includes particulate matter data,s@uil@ measurements, and wind and
temperature measurements using a RASS instrument. Thésrebtdined during the
SCOS97 program have shown processes involved in the formafi high ozone
concentrations in the southern California region featutbat are important in

understanding the meteorological control of air polluaod air quality $COS Repoyt

3.3.3 Measurements during the ARM Program — Barrow, Alaska (1998)

The Atmospheric Radiation Measurements (ARM) Progmaorks towards
understanding the global scale environmental change issgesiated with the national
policies on use of fuels that supply energy for industmal individual use. The ARM
program has measurement sites that have been estdldishorman, Oklahoma, on a
Pacific Ocean Island, and at Barrow, Alaska. Thess &iave been used to gather data to
provide the basic measurements which are used to foemmlatnational policy on fuel
use. The arctic site has been important in providing datwater vapor, arctic haze and
tropospheric ozone. The LAPS instrument was used tanottda at the ARM North-
slope site in March and May of 1998. Key parameters ofttnesphere, such as water
vapor, ozone, temperature, and optical extinction, werasured using the Raman lidar.
Data were collected for eight days in March and thirtéays in May during the NASA
FIRE program. This campaign resulted in the collectidnan excellent dataset of

simultaneous measurements of cloud properties and atm@spieermodynamic
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properties. The data shows the buildup of air pollution etdubby the phenomena of
arctic haze in the high latitude atmosphere. Thetsesbtained were used to study the
characteristics of the arctic atmosphere and to maktatament about the value of the
lidar technique in making high latitude measurements oftthesphereRhilbrick et al.,
2000.

3.3.4 North-East Oxidant and Particle Study (NE-OPS)

The EPA-sponsored NEOPS campaigns (1998, 1999 and 2001), and Pennsylvania
DEP-sponsored NEOPS (2002) campaign were intensive suiffigttermeasurements
conducted at a field site located just North of Philadelptear the Baxter Water
treatment plant (Site Location - 402.14' N, 78 00.28' W). The 1998 program was
intended to prepare the field site and to evaluate steument techniques, which were
used during the investigations. The primary objectives oNEB€PS campaigns were to
investigate the urban polluted atmosphere to find the reftips among conditions
leading to high ozone concentrations and increased let/éilse particles, determine the
contributions from local and distant sources, and ton@@the role that meteorological
properties play in the build-up and distribution of pollutemhcentrations. The program
included the instruments that are most useful for descrihimgvolution of air pollution
events and examining the controlling factors of loc&teurology on the particulate
matter and chemical species distribution in the loweroaphere. The measurements
overlapped the activity of the three PM (Particulatettétq Supersites in the northeast
region, Baltimore, Pittsburgh and New York. The majotrureents included remote
sensing radar and lidar for vertical profiling of the mebéagical and air quality
properties, insitu measurements of meteorology and ofzomesurface to 300 m using
instrumented tethered balloons, a suite of surfacedbmstruments for measuring the
concentrations of key chemical species and particulateigai\chemical properties, and
a few profiles from aircraft measurements. Also, masic species were measured
using filter samples, which were analyzed with high-kggtn GC/MS laboratory
techniques. The data set comes from a collaboratiorPerin State University,
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Millersville University, Drexel University, University ofMaryland, Harvard School of
Public Health, Brigham Young University, Brookhaven Nationabdratory, Carnegie
Mellon University, Texas Tech, Philadelphia Air Managetm&ervices, the Pacific
Northwest National Lab, and the Argonne National Latmsya The NE-OPS campaigns
have improved our capability to forecast pollution evemtthe mid-Atlantic region, by
providing an improved understanding of the influence ofdkalland regional dynamics
and transport on the conditions that lead to the geoarat air pollution episodes.
Detailed information on the NE-OPS campaigns can lbdan the NEOPS reports
[Philbrick et al., 2002; Philbrick et al., 20P3 A list of the participants and
measurements during each of the NEOPS campaigns daarfeein appendix D.

3.3.5 Philadelphia 2005 Winter Study

This study was sponsored by the City of Philadelphia Air Mangent Services
Laboratory and its main objective was to use remoteirsgerend in-situ measuring
instruments to investigate air quality issues during tirew season 2004-2005 at the
Baxter Water Treatment Plant in northeast Philadelpbesa was collected using a
Doppler wind profiling radar, Radio Acoustic Sounding SystdRA3S), 10-meter
instrumented meteorological tower, ozone analyzer, Daktaerosol monitor, and three-
wavelength nephelometer, which were operated during theenumonths from January
to March. The dataset, which documents the kinematctleermodynamic structure of
the lower atmosphere, is used with other simultaneowsunements to investigate the
dynamical processes controlling the PM concentradioth describe winter air quality.
The location of the site enhances the importanceeo$tidy because it is centered in the
air pollution corridor in the northeast region, and dlscause it has been the location of

several previous air pollution studidhilbrick et al., 2005
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Chapter 4

Data Analysis and Results

Lidar measurements, which can determine the extinco@fficient profile as a
function of height, are of great utility in determining@s®| properties because aerosol
physical characteristics such as number density, sizéjags concentration are more
directly related to extinction coefficient than tackscatter cross-section. The extinction
coefficient obtained is also the fundamental parantevhich radiative transfer models
of the atmosphere may be bas8giphhirne et al., 1990and provides us with important
information for climate prediction. The measuremestitained during different periods
by the PSU LAPS Raman lidar have provided an extensive elabaswater vapor,
extinction, ozone, and temperature data, which are usedh#wacterize aerosol
distributions and cloud properties. The ratios of théebtion coefficients at the different
wavelengths contain important size information for awglation-mode particles. The
change in the size of the cloud particles during themdfft stages can also be observed
in the multi-wavelength aerosol extinction. My resglt®w the importance of the multi-
wavelength measurements of extinction ratios, alonp support of the interpretations
from theoretical simulations of extinction ratioalaulated using Mie scattering, for
understanding the effects of particle size variatioif®e wavelength variation in the
extinction profiles is also used, along with simul@me measurements of water vapor
profiles, to investigate the formation and dissipatd cloud structures. The Raman lidar
aerosol extinction provides us with a capability to datee the visibility, or visual range
along a path through the atmosphere, and describes ouy abilsee distant objects
depends upon the aerosol extinction along the path.d $alected a few sets of data to

describe the characteristics of aerosols and cloudfdivatbeen investigated.
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4.1 Extinction Ratio Analysis of Aerosol and Cloud Particle Se Variations

To examine variations of the extinction for differentrtjpde sizes and
wavelengths we use extinction coefficient values catedlausing Mie theory and
measurements of extinction obtained from the LAPS lidae assumption of spherical
particles enables us to use Mie calculations to obtairtisn$, which otherwise would be
extremely because aerosols may come in various shapegveiown the high-humidity
regions of the eastern U.S., the aerosol populasidgpically dominated by sulfate and
acid based aerosols, which can be considered as sphertzalse of their hygroscopic
nature. In the western U.S. irregular shapes assdciatdn mineral dust are more
prevalent. In most atmospheric situations aerosols atbendarge enough nor small
enough compared to the wavelength of optical radiatiobet@atisfactorily treated by
simplifying approximations. In general, particles absorb dtagescatter radiation, and
Mie developed solutions for the absorption, scatterimdy @xtinction cross sections as a
function of the scattering angle for spherical pagtclThe function for the extinction
efficiency factor, Qy, for spheres of refractive index n in air is derived usig theory,
which describes the efficiency with which light is seettl as a function of the size
parameter. Figure 4-1 shows the extinction efficiency tatled for the three
wavelengths at which optical extinction values are inbthwith the LAPS Raman lidar.
The location of the peak of the function is seen & dwectly proportional to the
wavelength. Thus, shorter wavelengths tend to deteclesnmarticles and vice versa.
The variations in the extinction values of the threelengths directly measured using
the LAPS Raman lidar are located in the size rang®wdensation nuclei. Thus, these
measurements can be used to provide important informadgarding CCN size
variations. Li (2004) analyzed the ratio of backscatignads at different wavelengths,
using Mie theory, to obtain information on particleesiLidar backscatter signals, at 523
nm and 1046 nm, were used to investigate particle charaiceiis artificial plumes of
dust that were released into the atmosphere. The baeékssigtial information was used
along with particle size distributions to study partiskettling rates of soil and dust
particles suspended in the air by agricultural activities.
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Figure 4-1: Extinction efficiency calculated using Mie theawy three wavelengths
which optical extinction values are obtained with théPlSARaman lidar.

The LAPS lidar has a distinct advantage in being able ¢asore optical
extinction at different wavelengths, and we use thEnetion measurements to infer
particle size variation by taking ratios of the extme coefficients measured at the
different wavelengths. Figure 4-2 shows a model calcuabd the ratios of the
extinction coefficients for wavelength ratios, 530 nm/284 and 607 nm/530 nm. The
calculation was carried out using Mie theory assuming spherical particles. We see
that the ratios of the extinction coefficients pravids with information about variations
in the size of particles. When the particle size islsmompared to wavelength, the
scattered intensity is inversely proportional to the todwer of the wavelength, while
the scatter cross-section increases as the sixth rpoivehe particle radius. For
accumulation mode particles, where the size range wgebet 0.05um and 1um, the
ratios of the extinction coefficients are size depehded structured as a function of
size. For coarse mode particles the ratios lose $ier dependence and approach unity
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(for optical wavelengths in the visible spectrum). Figure 4-2, which shows the
simulation of the ratios of the extinction valuegsts different wavelengths, we see that
size variation information for particles in the acclambon mode can be inferred as the
ratio of the extinction efficiencies increases with @asing particle radius. The LAPS
Raman lidar has the capability of measuring through alptithick clouds, and we use
this to our advantage to study particle size variatioriderthie boundary regions of low-

density clouds.

Ratio of Extinction Efficiencies
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Figure 4-2:Ratios of extinction coefficients as a functionpafticle size calculated usi
Mie theory for three wavelengths at which optical extoncvalues are obtaga with the
LAPS Raman lidar.

The wavelengths typically used in lidars are most iefficin detecting particles from 0.1
um to ~ 1um and this range corresponds to the size range of cataensiuclei

particles; therefore we can derive important informatiegarding CCN size variation.
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The particle distributions in the regions of formatand dissipation of clouds, and in fog
regions are likely to be within this range of sizes.

Figure 4-3 shows cloud and haze distributions models cotetiruesing the
modified gamma distribution function. These models, sehoumerical parameters were
obtained from Deirmendjian (1969), represent some of idtelaitions commonly seen
in haze, fog, and cloud layers. The general form of dhe-parameter distributions is

n(r) =ar® ex{—ﬁ(LJ } 0<r<o [4.1]
yir

wheren(r) is the volume concentration of droplets per unit re@is a function of the

given by

radius. The shape of each size distribution curve igrdeted by the three parameters

vy and mode radius. The size parameterassumes only positive and integer values, and
y has to be positive and real. The paramateormalizes the total numbat of droplets
per unit volume. One may construct a great variety afiipalistributions based on the
general form of the modified gamma distributions of Ey Zable 4-1 shows six basic
size distribution models constructed by Deirmendjian (1969)efuict different cloud
and haze distributions. The cumulus cloud distributionr€ptesents cumulus clouds of
moderate thickness. The corona clouds model C.2 hasthe siode radius as C.1 and
are used to model clouds whose integrated angular segti@roperties will indicate
colored coronas of the right radius. The Mother offP@AOP) model C.3 is typically
used to models high-altitude clouds. The Haze M model wasdinced to reproduce
marine or costal types of distributions. By changing slze and the wavelength unit
from microns to millimeters and by reducing N, the modhel be used to fit to certain
natural raindrop distributionsDeirmendjian, 196Pp The Haze H model also serves a
double purpose. It can be used to represent high-level aiogptheric aerosol or dust
layers composed of submicron particles. Changing the aize wavelength units to
centimeters converts this model to a hailstone digtion. The Haze L models are

adopted to represent continental type of aerosol lolisions.



73

Table 4-1: Size distribution models, based on Deirmendji®69) to depict variot
cloud and haze distributions for N = 100 cm-3.

Distribution type a re o v
Cumulus cloud, C.1 2.3730 4.0p 6 0.5
Coronacloud, c.2 | 1.0851x10° 4.0p 8 0.5

MOP cloud, C.3 5.5556 2.0u 8 1

Haze M 5.3333x10 0.05u 1 1

Haze L 4.9757x10 0.07u 2 3

Haze H 4.0x10 0.1n 2 3

Cloud and Haze distributions
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Figure 4-3: Haze and Cloud-type distributiccenstructed using the modified garn
distribution and based on parameters by Deirmendjian (1969).

By looking at the distributions in Figure 4-3, we sed tha accumulation mode

particles fall in the range where the transition ostetween haze and cloud layers. Thus
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by using the multi-wavelength extinction obtained frdra Raman lidar we are able to
observe CCN size changes as aerosols acquire addivabal and increase in size to
form clouds. Similarly, we are able to observe sizanges as the cloud begins to
dissipate. Figure 4-4 presents the model results for lartinction coefficients for
several atmospheric conditions calculated by DeirmendjLl969). Rayleigh scattering
intensity should be inversely proportional to the fogkver of the wavelength when the
particle size is small compared to the wavelength. hesparticle sizes increase, for
example under haze conditions, the wavelength dependehaeerosol scattering
becomes approximately inversely proportional to the wavdienghile scattering by

large particles, for instance inside clouds, is almostprddent of the wavelength.
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Figure 4-4: Volume extinction (solid line) rad scattering (dashed line) coefficients
various distributions of water spheres calculated byriendjian (1969).

This research effort is focused on examining the sedatakets and developing a

technigue to observe size variations from the optic@hetion measurements obtained at
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three different wavelengths by the LAPS Raman lidad efer the changes in the
microphysical properties of the particles. Since th@ ratithe extinction at the different
wavelengths contains important size information for pladien the size range of the
accumulation mode we can use the multi-wavelength extmettios to investigate
particle size information. We are interested studying at@umulation mode particles
because this size range corresponds to the size rangdo condensation nuclei and
the scatterers of this size exhibit the largest chafigebe wavelengths of laser radiation
available for the LAPS lidar.

Figure 4-5 shows an example of the optical extinctioasmeements made at the
three wavelengths during the SCOS97 measurement program (ide€§#9, and relates
them to the information in Figure 4-2 and Figure 4-4. Theicadrprofiles show the
variation of extinction with altitude. The data obtdnhave been integrated over a 60
minute period and plotted as a function of altitude. By maning these data with the
model calculations we observe that a large numbeerofkal particles (typical size on the
order of 0.5um) seem to dominate in the lower atmosphere, fronstnface near 1.2 km
up to about 1.7 km. The UV and visible extinction coeffits imply the presence of
accumulation mode particles with size distribution pdakear the middle wavelengths
of visible light. At altitudes between 1.7 km and 4 khe tltraviolet extinction is much
greater than the visible extinction (approximately adiacf 4 or 5) and this suggests a
distribution of smaller particles in this region (aigadf a factor of 12 would imply that
the particles are less than 50 nm in size), howevemtimber density of the small
particles must be very large to result in the high ekbn values measured. At higher
altitude, we also observe two layers with no significaavelength dependence above 4.5
km (the extinction values being the same in the UV asibla wavelength) where the
scattering is due to the large particles in a cloud. Tkasnple shows the features that
follow closely with the model results by Deirmendjigt969), for volume extinction
coefficients of different particle sizes, where thiavelength dependence disappears, as

the particle size increases to the size ranges typicdud particles.
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Extinction Profiles 09/17/97 04:00-04:59 PDT
Hesperia, CA
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Figure 4-5: One-hour integrated vertical profiles of optical extimstat 284 nm, 530 nm
and 607 nm on September 17, 1997, at Hesperia, CA (elevation 9976 m

Cloud data obtained using the LAPS Raman lidar during the NARSEOPS
campaign was analyzed using the extinction ratioseatJ¥ and visible wavelengths to
study particle size variations. Figure 4-6 show the segence plots of extinction at the
ultraviolet and visible wavelengths on the night of 16 Augii889 at the Philadelphia
site during the NARSTO-NEOPS campaign. Figure 4-7 showsultsineous
measurements of the water vapor mixing ratio measured udgnBaman lidar. During
this time period we observe that several aerosol cloyeldaadvect through the laser
beam and our analysis of the ratio of the extinctioefficient of 530/284 shows changes
in particle size relative to variations in regions botside, and surrounding the cloud

layers. We also observe high water vapor concentrativasd around the cloud regions
in Figure 4-7.
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Figure 4-6: Time sequence plot of extinction on August 16, 1999 at (a) 28%&nm
530nm (the visible wavelength is only available after dakoéshe sky).
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Figure 4-7: Time sequence plot of water vapor mixing ratidwgust 16, 1999.

A time sequence of the ratio of the extinction caeedfits, as the clouds pass
though the laser beam, is shown in Figure 4-8. Verticdil@soof the extinction ratio at
selected intervals during the time sequence, each intedoatedhalf hour periods, are
shown in Figure 4-9. The three different periods of intigmnan Figure 4-9 correspond
to the colored lines in Figure 4-6. The time sequence owisg the ratio of the
extinction coefficients enables us to see particle g&iation over longer time periods as
the atmosphere advects over the region. We seelpasize variations, both small and
large particles, pass through the lidar beam. Also, theysform in size if they are
present for sufficiently long periods over the lidar be&mgure 4-8 shows regions where

particles grow in size, seen by the increasing two-wagéteparticle extinction ratio,
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and other regions where the extinction ratio decreiasksates particles getting smaller.
An increase in the 530/284 ratio corresponds to an incread® irelative size of the
particles present in the scattering volume. The istngaparticles size ratio could
indicate regions when the lidar beam passes througédipe of a developing cloud, and
into the cloud itself. If the region is sufficientliable and the lidar beam probes the same
region for a significant time, this increasing ratio wbimdicate particles growing in size
due to particles accumulating water vapor or by coagulatiamall particles. Similarly

a decreasing ratio could indicate passing from insideoadcto its trailing edge, or a
region where the loss of water from aerosol padickesults in decreasing size as the

cloud is dissipating.

Extinction Ratio 530/284 (08/16/99 00:45 -- 08/16/99 03:50UTC)
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Figure 4-8: Ratio of extinction coefficient of 530 nm to 284 on August 16, 1999.

Figure 4-6(a) and Figure 4-6(b) show the presence of a clo@®4% UTC,
between 1.5 km and 2 km, and we see the expected inaneigeextinction coefficient
ratios in Figure 4-9. The ratio is very close to 1.0 insigecloud and this suggests that
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the cloud is composed of particle sizes greater tham o 5um. The ratio of 530 nm to
284 nm is also higher near the ground, indicating a higherecdration of larger aerosol
particles in the surface layer. The ratio of the etiom coefficients at these different
times (see Figure 4-9) depicts the evolution of the closidt, advects past the laser beam.
Comparing the time sequences with the ratio plot, welsdeas the cloud particle sizes
begin to reduce the ratio begins to fall to lower valtédss could be due to the edge of
the cloud passing through the lidar beam, or the procedispation of the cloud. Both
conditions would occur with changes from particledanfer to smaller sizes. We can
also infer an increase in particle sizes between lakch1.3 km in Figure 4-9 and the
figure shows the time sequences plots as correspondingreasing extinction in that
region. Figure 4-6 also shows the capability of the LA®®nan lidar to look through
optically thick clouds. This is advantageous because blesais to study the top and

bottom layers of various cloud and aerosol layers.

Ratio of Extinction Coefficients 530nm/284nm
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Figure 4-9: Ratio of extinction coefficient of 530 nm to 284 on August 16, 1999
taken for 30 min integrated time periods.
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This dataset provided an opportunity to study the relatioristywveen particle
size increase/decrease in cloud regions, in termbBeoéxtinction coefficients, and also
changes in relative humidity. Figure 4-10 shows thirtgute integrated vertical profiles
of the extinction coefficients calculated using the LARRr. The three time periods
shown correspond to the same time periods used in Figurangt@igure 4-9. The
profiles of the extinction coefficients, at the difat time periods, are placed side by side
to emphasize the information that these plots haitte nespect to changing particle sizes
in a region. Figure 4-11 shows the thirty minute integratedical profiles of the
extinction coefficients along with the relative hulity profile measured using the Raman
lidar during that time interval. Examination of Figure 4-Hhows changes in the
extinction coefficients distinctly in two layers, obhetween 0.2 km and 0.8 km, and the
other one between 1.5 km and 2 km. In the lower layswden 0.2 km and 0.8 km, the
extinction coefficients at 530 nm and 607 nm increase in v#loes0045 UTC to 0155
UTC, while the extinction coefficients at 284 nm remaatatively constant. By looking
at the relative humidity values during these time periogs see that the increase in
extinction values at 530 nm and 607 nm correspond to the amaolis increase in
relative humidity in that region. As the relativenmdity values increase, the particles
begin to grow in size as the water condenses onto thelparthus causing an increase
in the extinction values at 530 nm and 607 nm. We also obskatethe change in
extinction coefficients at 284 nm, in the lower regiogmain relatively constant during
the three time periods. This is consistent with whatweeld expect to see. Figure 4-1
shows that as the particles in the layer begin to gnosize, the longer wavelengths are
affected more than the shorter wavelengths. As tlgedgparticles begin to form and
their population increases in the region, the extinctioefficient values of the longer
wavelengths begin to approach those of the shorter ayils. Figure 4-12 shows the
ratio of extinction coefficient of 530 nm to 284 nm, and treéa humidity profiles
measured using the Raman lidar on August 16, 1999 during the del@tenin
integrated time periods. Figure 4-12 shows the importaatioaship between changes in
relative humidity and extinction ratio values. Sinceclamnge in the extinction ratio
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Figure 4-10: 30 min integrated vertical profiles of opticalrexion at 284 nm, 530 nm and 607 rion time periods shown
Figure 4-9.
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Figure 4-11(cont): 30 mimtegrated vertical profiles of optical extinction at 284, &3(
nm and 607 nm and relative humidity calculated using theS_Af#ar on August 1€
1999 at (c) 0125 UTC

corresponds to a change in the particle size, exammafid-igure 4-12 shows that we
can infer a one-to-one relationship between relativeidityrand particle size changes.
Figures 4-11 and 4-12, show that, in the region between 0&nkin®.8 km, the ratio of
the extinction coefficients indicates an increase imevalith time. The relative humidity
profiles also show an increase of values with time] ampport the interpretation of
growth of particles in that region. As the particlesvgrunder the influence of increasing
relative humidity and the corresponding condensatibrwater on the particles, the
optical extinction ratio increases as the longerelength values increase more than the
shorter wavelength.

In the upper region, between 1.5 km and 2 km, we obsesyaréisence of a cloud
at 0045 UTC, and we see the corresponding extinctionnedich a value of 1 inside the
cloud indicating a distribution of larger particles (% +im). Figures 4-11a and 4-12 also
show the relative humidity in that region is clése€l00%. As we examine later times, the
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cloud particle sizes begin to decrease, the ratio begirall to lower values, and the

relative humidity decreases in the region. The redimeomes populated with a
distribution of smaller particle sizes due to the lowedative humidity in the region. The
distribution of smaller particles results in the agtion ratio falling to lower values as the
extinction coefficient values of the longer wavelengtbduce. The shorter wavelength
extinction coefficients are less affected, as exgkebtesed on data in Figure 4-1. Notice
that the extinction coefficients of the longer wargjths decrease from the shorter
wavelengths rapidly as the cloud begins to dissipate (gaesF4.10).
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Figure 4-12: Ratio of extinction coefficient of 530 nm2&4 nm, and relative humidity
on August 16, 1999 taken f@0 min integrated time periods. The changing rel
humidity at the different times is seen to correspamcthianges in the ratios of -
extinction coefficients.

Figures 4-11 and 4-12 clearly exhibit the relationship thatt®xetween the relative
humidity, extinction ratio and particle size change. Tdasa set provides an example
where we see that as the relative humidity valuegase in a region the particles grow

in size due to the water condensing onto the particlesyesudt in an increase in the
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extinction ratio. Similarly, when the relative hudny in the region becomes less, the

resulting distribution of smaller particles leads tdrap in the extinction ratio. Several
cases supporting this picture of the relationship betwhenektinction, particle size
change, and relative humidity have been studied anthanexample is now briefly
considered.

Atmospheric data obtained during the testing of the LARBd& lidar onboard
the USNS Sumner have provided a rich dataset for studym@wber marine boundary
layer. Since several sets of measurements were madeg dtloudy conditions, we
selected a time period for our analysis using the etiin ratio to describe variations of
the aerosol and cloud particle sizes as a functiontibddd and time. Figures 4-13 (a),
(b), and (c) show the optical extinction obtained usigLAPS Raman lidar at the three
wavelengths on 4 October 1996. Figure 4-13(d) shows measurewtdals have been
filtered using a 30 minute integration of the optical extorcat each of the wavelengths
during the time when clouds were passing over the lidar bel@asurements of profiles
of water vapor mixing ratio and temperature obtainedubaneously using the Raman
lidar are shown in Figure 4-14. The water vapor data arersifmwl minute time steps
with 5 minute smoothing, and the temperature data are sfoovénminute steps with 30
minute smoothing. Rawinsonde balloons were released onboardd3NS Sumner
during several time periods that coincide with the lidar sueaments. Temperature and
relative humidity data obtained from a balloon sougdat 1000 UTC are shown in
Figure 4-15. Figure 4-16 shows the time sequence of the ddtithe extinction
coefficients obtained for 530nm/284nm. Figure 4-13 shows themreof clouds, at 0.5
km and between 2 km and 2.5 km, in the optical extinction da&ach of the three
wavelengths. The extinction plots indicate the preseidarge particles in the lower 500
m of the marine boundary layer. This is consistent esgpectations based upon the high
humidity combined with the presence of hygroscopic pastitlem sea spray; containing
sea-salt typical of the marine boundary layer. By cammg the extinction ratio plot,
Figure 4-16, with theoretical calculations using Mie tjeave can conclude that the
lower 500 m is composed of particles greater thanu@n3in radius as the visible to

ultraviolet wavelength ratio values are seen to be tegreathan
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Figure 4-15: Temperaturend relative humidity measurements obtained onboar
USNS Sumner on October 4, 1996.

0.7. We also see that the extinction ratio valuesecloghe surface are much higher for
this case study than the previous one, which measurecheotati aerosols during the
NEOPS 99 campaign. The measurements here exhibit actéhastac typical of larger
particles in the marine boundary layer.

The time sequence plots of extinction at the dffeérwavelengths and the
extinction ratio plot (see Figure 4-16) also reveal phesence of a sub-visual cloud
beginning to form above the ship at around 0945 UTC. This d&ye, between 1 and
1.5 km is observed as a slight increase in the extme@dues, but is seen clearly when
the ratio of the extinction coefficients are takeed Figure 4-16). The data obtained from
a balloon sounding at the same time, see Figure 4-15sdhigtv relative humidity in the
region where the cloud exists and this corroborates ¢helgsion that there exists a

growing cloud in that region. A 30 minute integrated profiléhefextinction ratio during
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this time period is shown in Figure 4-16(b). We see thenebtidn ratio falls to lower
values once above the marine boundary layer because séduced number of larger
particles. The ultraviolet extinction is greater thha visible extinction values in this
region because of the larger number of smaller scadtearticles. The fact that the
scattering is proportional to thd" ®ower of the radius and inversely proportional to the
fourth power of the wavelength indicates that the ssnalarticles outnumber the larger
particles by several orders of magnitude in this regiorar Nekm, the extinction ratio
values begin to increase toward a value of 1, indicahegptesence of particles in the
size range of clouds, and then begin to fall back to vadigrafying smaller particles
when we are outside the region of the cloud. AbovenZzHe extinction ratio falls close
to the limit for pure molecular scattering, indicatemgegion dominated by the presence
of atmospheric molecules. Figure 4-16(b) also shows a BQtenintegrated profile at a
later time. We notice the lower values between 1.50km indicate the replacement of
the cloud region with a distribution of smaller padgl The extinction ratio also
increases to a value of 1 between 2 and 2.3 km indicatingrésence of a cloud and we
observe the corresponding increase in the extinctawfficients in Figure 4-13. This
analysis depends on the theoretical results, whichatelia small extinction ratio when
the particles are smaller than the wavelength usedthandtio increasing to unity as the
extinction coefficients lose their wavelength dependewben particles grow towards

size ranges found in cloud structures.

4.2 Optical Extinction Variations during Morning and Nighttime

Optical extinction variations induced by aerosol andoggheric changes during
different periods of the day have been documented famaber of data periods during
several field campaigns. This has provided the opportunityuidy sand compare, the
processes associated with increases or decreasescal egtinction values in the lower
boundary layer in different regions of the United StatBrequent variations, with
increased extinction values after sunrise and sunsetaobserved on many days during
the SCOS and the NEOPS campaigns. The data obtained stesedh different



92

characteristics which depend on variation in the pseEsesduring the times of
increased/decreased extinction. Figure 4-17 shows the UWisibte optical extinction
measurements obtained by the LAPS Raman lidar duringghe ofi August 26 1997 at

Hesperia, CA. Simultaneous measurement of water vapargmwatio are shown in
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Figure 4-17: Time sequence of plots of optical extinctiotained after sunset on gus
26, 1997. (a) 284 nm (b) 530 nm
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Figure 4-18. Figure 4-19 shows surface measurements of temperand relative
humidity at the site, while Figure 4-20 shows measurenanssirface ozone and NO
The period when the optical extinction measurement weadasle, seen in Figure 4-17,
is represented as the first shaded yellow period in Fgp'@ and Figure 4-20. From
Figure 4-17 we observe a steady increase of extinctioesa the lower boundary layer
immediately after sunset. We also observe from Figuk8 4a layer rich in water vapor
to be present in the nocturnal boundary layer as mdictneo moisture content gets
trapped there when convective mixing ceases after sufsetextinction values in the
ultraviolet and visible wavelengths indicate the growtparticles during the night as we
observe the extinction values at 530 nm increase witk tlose to the surface. The
temperature decrease coupled with the relative humiddrease shown in Figure 4-19
results in aerosol growth in the lower boundary lajée water vapor content present in
the lower layer plays an important role in the iased extinction values because the
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Figure 4-18: Water vapor mixing ratio obtained on August 26, 1997.
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particles grow by condensing water vapor. The scatterings<gection of the particle
increases, and thus increases the optical extinctioa. éxinction at the ultraviolet
wavelengths tends to remain constant as the particles Gnger in size than the
wavelength, and thus causes a smaller effect on treviolet extinction values. If the
number density of the aerosol particles was changing snréigiion, rather than just the
size increasing, the UV extinction would increase. Hawxewe only observe the
extinction values at 530 nm to be increasing as the niglgrgsses indicating growth of
particles in the accumulation mode range, and not agehanthe number of particles in
this layer. In Figure 4-20 we also observe that changé@®imzone and NQOvalues do
not appear to contribute much to the aerosol extinctamificients (the ozone absorption
contribution to the extinction has been removed).

Figure 4-21 shows the UV and visible optical extinction sneaments obtained
by the LAPS Raman lidar during the early hours of thenmgron the next day. The start
and end times of this measurement period are indicatetieirplbts of the surface
measurement as the second shaded block of yellow in Hgl®eand Figure 4-20. Soon
after sunrise, we observe the extinction coefficiehtyp to lower values, in the lower
altitude layer near the surface, as the temperatweddo increase. The extinction
values drop to an extinction value of 1 kmver a 30 minute period as the temperature
begins to increase and the relative humidity betpndecrease. The decreasing relative
humidity along with the increase in temperature resolthé evaporation of water from
the hygroscopic aerosols after sunrise. Hence the sogttefficiency reduces due to
presence of smaller size particles, which causes a dedrethe extinction values at both
the wavelengths. The redistribution of water from liwd vapor phase can also be
observed in the time sequence plot of water vaporngixatio shown in Figure 4-22.
Before sunrise we see the layer of high extinctiomeslat 1.4 km to correspond to a
layer of decreased water vapor content in Figure 4-22. ddusease in the water vapor
results due to the change from vapor phase to liquid asrwaindenses on to
hygroscopic particles. As the temperature increases aadcohresponding water
vaporizes from the particles we see the water vapetenbto increase in the layer and
particle extinction to decrease.
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Figure 4-19 Surface measurements of temperature and relative hynodring the SCO
campaign, at Hesperia, CA, on August 26-27, 1997 (Data cgles Dolislager).
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CA, on August 26-27, 1997 (Data courtesy Leon Dolislager ).
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Figure 4-21: Time sequence of plots of optical extincadter sunrise omugust 27
1997. (a) 284nm (b) 530 nm

Another interesting feature is that the increagmoifutant concentrations does not
affect the optical extinction values. We see an @®een ozone and N@oncentrations
after sunrise but the extinction values at both wagghlendo not follow with this change

because the extinction is being governed by the scajtefithe hygroscopic aerosols.
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This leads to the conclusion that the extinctioniatmns during the morning and
nighttime during the SCOS campaign (western U.S.) are olosely tied to changes in
atmospheric moisture than to chnages in pollutant concenisal here are periods when
the particulate matter is the governing factor, butsibe of the aerosol particles, which
depend on the amount of water available to grow the Bggmc aerosols, is more
important. We have also observed a number of othes ahgeng the SCOS campaign,
which follow the same trend; an increase in opticahekibn after sunset, and a decrease
in extinction values after sunrise. The SCOS campamg enducted during the period
of unusually high precipitation due to the peak of the BbNperiod; so there was more
moisture available than usual, and may have contribotdtetprocess.
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Figure 4-22: Time sequence of water vapor mixing ratio oftiaduring themorning o
August 27, 1997.

Diurnal variations of the optical extinction weresalobserved in a number of
datasets during the NEOPS campaigns at Philadelphia. drga humber of cases, an
increase in optical extinction was observed followingrisenand a subsequent decrease
in extinction values occurred in the nocturnal boundargrlaffigure 4-23 shows two

examples of optical extinction variations that weygically observed after sunrise. We
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have analyzed the case of August 5 1999, taken during the NE@mMBaigns at
Philadelphia, to better understand the sources resporisibldne increase in optical
extinction values in the boundary layer after sunfsgure 4-24 shows plots of 10-meter
met-tower measurements of the various meteorologic&éhtas that were measured by
our laboratory, as well as ozone and2Moncentrations measured by the Philadelphia
AMS and the Harvard School of Public Health (HSPH) respely. The meteorological
variables are plotted with 15 minute averages, theidncentration with 10 minute
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Figure 4-23: Time sequence of extinction at 284 showing variations in values a
sunrise on (a) August 51999 and (b) August 7 1999.
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averages, and the ozone concentration is plotted fout averages. We see from the
time sequence of the extinction plot, on August 5 1999 thabptieal extinction values
begin to rise at about 1100 UTC and this coincides exactly the time when the
temperature and solar radiation begin to increase. FHigore 4-24 we also observe a
steady rise in the concentration of Pjand ozone at this time. The increase in the
optical extinction values during the morning, in contrasth® decreasing extinction
values that were observed during the SCOS campaigrssasiated with the daily rise in
temperatures and the onset of human activity in the megis the temperature begins to
increase after sunrise, convective turbulent activityds up the boundary layer causing
the moisture and pollutant precursors to mix uniformly. lrr@articulate matter
generated from vehicular emission and other industrialiges are also injected into the
boundary layer increasing the optical extinction. Figugb4-shows the ozone
concentrations in the boundary layer at the same tihenwhe optical extinction values
began to increase. We see the increase in ozonertoaions follows the same pattern
that we observed for the extinction after sunri3éne ozone concentration of about 120
ppb contributes to about 1.5 Knof the total optical extinction at 285nm. However, the
extinction has a peak value of about 5kamd this contains contributions from the other
pollutants and from the newly formed larger particlegsh&@sboundary layer begins to
grow due to convective mixing.

After sunset, as the convective activity ceasess ibbserved that the optical
extinction began to drop to lower values and stayed lbihéi next morning. Figure 4-26
shows an example of the decrease in the extinctituesaafter sunset on August 11
1999. Figure 4-27 shows plots of met-tower measurementg obtious meteorological
variables as well as ozone and RMoncentrations measured on August 11 1999. We
see from Figure 4-27 that the ozone and particulate n@theentrations begin to dip as
soon as solar heating stops after sunset, at around 2200THWiBOs can be attributed
mainly to the cessation of convective mixing as wslit@ the decrease in the level of
vehicular and industrial activity. The optical extinctioreasurements also follow this
trend and values begin to drop as soon as levels of aalebncentrations drop. The
optical extinction values drop from a value of 5kt a value of about 1.5 khuuring
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Time Sequence of Ozone - 08/05/99 11:45 - 20:19 UTC
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Figure 4-25 Ozone concentrations measured by the LAPS Raman didakugust £
1999.
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Figure 4-26 Time sequence of extinction at 284 nm obtainéduguast 11 1999.
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this time, and remain low till the next morning. This suggebat the pollutant
concentrations, photochemical processes that generatg, sand the temperature
increase controls the optical extinction variatidmst twe observed in many cases during
the NEOPS campaigns. An increase in the pollutant coratems after sunrise results in
a corresponding increase in the optical extinction.il8riy, after sunset, the optical
extinction values drop following the decrease of pollutaoncentrations as the
convective turbulent mixing shrinks to a thin nocturnal boundsyer. It is interesting to
compare the factors that control the optical extarctduring the SCOS and the NEOPS
campaigns. During the SCOS campaign an increase of lopktiaction was observed
after sunset in the nocturnal boundary layer due to thevthraf particles by
condensation of water and coalescence. It was alseradal that the optical extinction
values decreased after sunrise as the particles reducstzeindue to increasing
temperatures and mixing of the moisture into the growinghary layer. On the other
hand, the optical extinction during the NEOPS campaigns eantrolled more by
pollutant concentrations and showed an increase in valites sunrise and decreased

values after sunset

4.3 Relative Humidity Control of Extinction and Visibility

Another interesting observation during the NEOPS cagmsawas the effect of
the deliquescence relative humidity (DRH) on opticdinetion. Aerosols found in the
atmosphere are typically composed of hygroscopic inorgaalts, ssuch as sulfates,
nitrates or chlorides in either pure or mixed form. Theseganic salts usually undergo a
phase transformation from a solid particle to a salireplet spontaneously when the
relative humidity reaches a value called the deliquesteelative humidity. At the DRH,
water vapor dissolves the solid particle in a processvknas deliquescence to form a
saturated aqueous droplet. As the relative humidity coesirto increase, the water will
continue to condense on to the droplet, causing the pattclgrow further while
maintaining equilibrium with the surrounding water vapor.eéWhhe relative humidity
decreases to low values of relative humidity callesl ¢fflorescence relative humidity
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(ERH), the saline droplet will evaporate, expelling &lit® water content, and eventually
crystallize. The DRH is dependent on the chemicalpmsition of the particle as well as
on the temperatureSpinfeld and Pandis, 1998; Tang, 1980; Tang and Munkelwitz,
1993. Figure 4-28 shows the change in particle size based awgebaf the relative
humidity. The figure represents the change as a ratibeoparticle size at a particular
value of RH to its dry particle size. We see that atelovalues of relative humidity the
change in the particle size relative to its dry platgze is not large. However, as the
relative humidity increases beyond the DRH of a paldic salt, the ratio begins to
increase drastically as water vapor begins to condensetbe particles causing them to
grow in size. In the North-East United States the DRMe/ is about 75-80% for most of
the salts present in the atmosphere.
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Figure 4-28: Particle growth based on relative humidityngba[Seinfeld and Pandi
1993].

The increase in the particle size due to DRH is impbrtamnderstanding the
optical extinction measurements at the UV and visivkevelengths; particularly for

particles in the accumulation mode that are mostyestsitlied by the lidar. Hence, as the
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accumulation mode particles begin to grow because wafsr condenses onto them,
the extinction coefficients show a rapid increase iruesl This increase in optical
extinction as the relative humidity exceeded the D3 observed in many cases during
the NEOPS campaigns. Figure 4-26 and Figure 4-29 show thealomxtinction
measurements obtained during the early morning hours of AugRstl999 at
wavelengths of 284 nm and 530 nm respectively. We observedbenge of a fog layer
forming close to the surface, within the first 100 m, auad 0300 UTC in the 284 nm
extinction. This fog layer becomes visible in the 530 mtmetion plot at around 0500
UTC as the particles grow to a larger size. Figure 4-3Wshbe surface measurements
of the relative humidity as well as surface measurgsnef the UV and visible extinction
during this time periods. We see that once the relatiweidity crosses the DRH point
the extinction values in the UV begin to jump from a vadneund 1.5 kil to a value
around 5 krit. This jump in UV extinction values occurs because ¢hearticle begins
to grow larger and becomes a size that approaches tleeoddhe UV wavelength, the
extinction efficiency increases to a maximum value anmtéehe extinction coefficient

drastically increases in value.

Extinction530 channel 08/12/99 00:15 -- 08/12/99 18:12UTC
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Figure 4-29: Time sequence of extinction at 530 nm obtainedigosh 12, 1999.
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Philadelphia Neops-99 8/12/1999 (UTC)
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Figure 4-30: Surface measurements of relative humidity, &id visible extinctionon
August 12 1999.

Similarly, the visible extinction also increases framalue of 1.5 ki to a value around
5 kmi'. We also observe from Figure 4-30 that during the earlygfahie fog formation,
the UV extinction is greater than the visible extinatiadicating that smaller particles
dominate the size distribution. As the fog matures duriaghtght the ultraviolet and the
visible extinction both reach a value close to 5'kratio equals 1 for the extinction at
the two wavelengths) indicating that the particlesehgwwn large enough that any
further change in the particle size affects both wagglensimultaneously (i.e. on the
order of 5 um). The data on the decrease in extinctime the relative humidity drops
below the DRH were not available on this night and hethe¢ analysis was not
performed in this case. However, a similar analysis aea® by Li (2004) for a case on
July 4 1999 shown in Figure 4-31. Here we see the corresgpimgiease of the 284 nm
extinction with the relative humidity as well as tthecrease in extinction values once the
relative humidity drops below the DRH. During both thediperiods we see the strong
control of relative humidity on optical extincti@ose to the surface.
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Ground Level Extinction and Relative Humidity
July 3 16:20 - July 4 22:10 UTC
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Figure 4-31: Ground level extinction and relative humiébtythe time period 07/03/¢
16:20 — 07/04/99 22:00 UTQ.i[ 2004.

The control of the DRH on the optical extinctiomsvalso observed during the
winter study of 2005. The main objective of this project wasvestigate air quality
issues during the winter season 2004-2005 at the Baxter WagatmEnt Plant in
northeast Philadelphia and to study the differences batvgeenmer and winter
conditions. Data was collected using a Doppler wind pngfiradar, Radio Acoustic
Sounding System (RASS), a 10-meter instrumented metgaralotower, ozone
analyzer, DustTrak aerosol monitor, and three-wavelengffhelometer; all of which
were operated at the site of the Baxter Water Tradtf&@ant in northeast Philadelphia
during the winter months from January to March. Airborparticulate matter
measurements of PMand PMo were made using two DustTrak optical scatterometers
and a nephelometer, together with a surface ozonezamaly

During the 2004-2005 campaign the direct measuremetite ofitical extinction
were not made. We use the visibility measurements amddéta obtained from the
nephelometer to show the DRH control on the optedinction during this period.
Reduced visibility, which occurs as a result of the scageaind absorption of light by
particles and gases in the atmosphere, is used t@fuitkrestigate the optical extinction.
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A reduced visibility corresponds to a high optical extinttemefficient value and vice

versa. While all small particles absorb and severa@as pollutants impair visibility,

sulfates are usually considered to cause the mostdagttering among pollutants in the
northeast. Sulfates and nitrates, which are the domamnatsols in the northeast U.S.,
have their threshold of deliquescence at relative ditynwalues of about 80%. Figure 4-
32 shows an example of the rise and fall in visibilirresponding to the relative
humidity transitions, through the threshold of deliguaseetaken during the winter
study. We can clearly see the strong correlation th&tse between visibility and

deliquescence relative humidity during this periods.

Relative Humidity and Visibility
VISIBILITY RELATIVE HUMIDITY

i AN 11
) | \/J | l.

Miles
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19-Feb05 20-Feb05 21-Feb05 22-Feb05 23-Feb05 24-Feb05 25-Feb05 26-Feb05 27-Feb-05

Time

Figure 4-32: Relative humidity and visibility obtained during time period 02/19/05 —
2/26/05 showing the dependence of the visibility on the DRH.

During the winter study we observed several cases wtige visibility reduced

drastically as the relative humidity increased pastdékquescence point, where the
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particles grew in size. The measurements show that dthrengvinter period reduced
visibility mostly occurred at those times when the treéahumidity increased to values
higher that the deliquescence point; showing a stronglation of the particle to grow
from absorption of water vapor once the RH passe®Rild value. Figure 4-33 (a) and
(b) show the visibility, relative humidity, PM, and Angstrom exponent variations from
January 11-15, 2005. We can see on January 11 2005 at about 000ChaiTiGet
visibility drops to about 5 miles as the RH increasgghd 85% (indicated by a blue line
in Figure 4-33). The visibility increases for a short peaédr this as PM concentrations
fall at the surface, but drops drastically as the PMcentrations climb at around 1100
UTC. The Angstrom exponent is calculated by using the softtering coefficients from
the nephelometer at the three wavelengths and providesmifion on particle size
variation. An increase in the Angstrom exponent gpoads to a decrease in particle
size while a decrease in the exponent correspondsite@ase in the particle size. We
observe at around 1100 UTC that the exponent value drop2ftori as particles begin
to increase in size due to the uptake of water. The vigibdmains low until midday on
January 13 2005 and rises again only when the RH goes bedodeliquescence point.
At this time the RH and temperature dropped as the wiralsgeld to a northerly flow at
the surface bringing in dryer and cooler air. The PM eatrations also fell drastically as
the air-mass arrived, while the Angstrom exponent shbefslarger size particles were
brought in by the air-mass as the exponent values drap b to 0.2. The relationship
between increasing RH and reducing visibility is also seenJanuary 14 as the
deliquescence threshold is reached. During the winter shady were 17 periods when
the visibility dropped and all these cases were tied in athncrease in RH. Future
analyses of this data with an in-depth look at PM comaBons, particle size and optical
extinction variation with the deliquescence relativenidity will enable us to better
understand this relationship.
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calculated using the ®avelength nephelometer total scattering coefficiémtghe time

period 01/11/05 — 01/15/05.



111

4.4 Optical Extinction Analysis of Cloud Structures and Polltion Plumes

The LAPS optical extinction at different wavelengthsused in this section to
examine the differences between the measurements wd slvuctures and pollution
plumes. We use the extinction ratio analysis technitpregavith theoretical simulations
to understand the differences that particle growth andpallutant concentration
increases have on the extinction coefficient, as agebn the extinction coefficient ratios
at different wavelengths.

Figure 4-34 shows the time sequence plots of the extinctefficients obtained
on July 11 1999 during the NEOPS campaign at Philadelphia. fr®mime sequence
plots we see the optical extinction increasing at wertimes indicating clouds advecting
past the lidar beam. We observe a peak in extinctioheatltitude where the cloud is
present (~2 km) between 0230 and 0300 UTC. We analyzed tihetmxt ratio during
this time period and compared it to model simulationgui@ 4-35 shows a 30 minute
integration profile of the extinction coefficientstae UV and the visible wavelengths as
well as a profile of the ratio of the extinction coa#nts at the two wavelengths. The
extinction coefficients during this period follow a siamiltrend to that described in
section 4.1. In the layer closest to the surface, ivelgitlarge particles dominate the
extinction as indicated by higher ratio of the extinctmpefficients. Smaller particles
dominate the region between 500 m and 1.5 km, and then inanesize with increasing
height. The higher layer near 2 km shows a cloud wtiereextinction coefficients lose
their wavelength dependence and exhibit values associatledh®i presence of larger
sized cloud particles. The ratio of the extinction doefhts reaches a value of about 0.7
inside the cloud. Comparing this value with the Mie thesmyulation of section 4.1 we
can conclude that the mean size of the particlesanrggion is greater than about 0.3
microns. This analysis inside a cloud region also agraéstiae theoretical simulation of
extinction coefficients calculated for some of theesdistributions found in the
atmosphere as given in Table 4-1.

Figure 4-36 shows a model simulation of the extinctioafftcients for cumulus
cloud and haze models calculated using the size distnibpsicameters shown in Table
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Figure 4-34: Time sequence plots of extinction coefficiemtslulyll 1999. (a) 284m
(b) 530 nm (c) extinction ratio at the two wavelengths.
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Extinction Coefficients at 284nm and 532 nm 07/11/1999 2:30 - 3:00 UTC
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Figure 4-35: 30 minute integration profile of the extinctioeféicients at 284 nm and 530
nm as well as a profile of the ratio of the extinot@pefficients at the two wavelengths.



114
4-1. The size distribution was calculated using the modgatdma distribution and the
extinction coefficients, based on Mie theory, webtamed for a number density of 100
particles per ciil The cumulus cloud model can be used to generate varioeisaoud
models found in the atmosphere by changing some of thenptees of the gamma
distribution. Changing the number concentration of plagiby some factor for any given
model will cause the corresponding curve to be shiftedcadyt upward or downward
without any change in shape. The simulation of the cloudreaze models shows the
wavelength dependence of the extinction coefficient dwemavelengths from 0.1 to 17
um. The wavelength dependence of the extinction codiftei®ef the model matches
accurately with our observations of the UV and visisktinction coefficients obtained
from the LAPS lidar on July 11 1999. The haze curves iandas to some of the fog

conditions that we observe in the lower atmosphedetiae wavelength dependence is

Simulation of Extinction Coefficients from Cloud and Haze Distributions

100
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10
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0.001
\ Haze M
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0.1 1 10 100
Wavelength (um)

Figure 4-36: Simulation of extinction cdefents based on Mie theory for various
distribution types seen in the atmosphere
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similar to observations during the early hours of August999 (see Figure 4-30).

To compare the preceding case on 11 July 1999, which showesatlelength
dependence of extinction coefficients observed in ckiuectures, with measurements of
a pollution plume we chose a time period when very hidlugamt concentrations were
observed. Figure 4-37 shows time sequence plots of optitialction on July 22 1999
when a pollution plume was advecting through the lidambéat 0.5 km). Figure 4-38
shows the water vapor mixing ratio and the ozone cdrat@ns measured

simultaneously with the extinction using the Raman liBaring this time ozone
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Figure 4-37 Time sequence plot of optical extinction on July 22 1999nwah@olluton
plume was observed over the nocturnal boundar layer.
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Water Vapor Mixing Ratio - 07/22/99 01:49 - 05:55 UTC
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Figure 4-38 Time sequence plot of water vapor and ozone cond@mtran July 2.
1999 when high ozone concentrations were observed indmphdayer above th

nocturnal boundary layer.

concentrations of 100 ppb were observed in the region aft@veocturnal boundary
layer. We see from the water vapor plot that the boyntdeger collapses to the lower
400 m once the convective activity and turbulent mixing eeadter sunset. The layer
above the nocturnal boundary layer is filled with recimcentration of pollutants from the
previous day, and allows us investigate the effects thae tiparticles have on the
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extinction values. During the NEOPS campaigns, we @bdepn a number of occasions
that plumes not only contained ozone but were alsoimicither pollutants and precursor
materials. The time sequence plots of the visible aNdeWtinction coefficients, in
Figure 4-37, do not show much change in their values in tperref high pollutant
concentrations. Figure 4-39 shows a 30 minute integrated epuffithe ratio of the
extinction coefficients obtained 0230 UTC - 0300 UTC. Th&o of the extinction
coefficients indicates a distribution of smaller paes in the atmosphere below 1 km.
The ratio also reduces with altitude between 0.5 km andkr.Sndicating scattering
dominated by many small scatterers. We see from the wegper plot in Figure 4-38 that
the layer between 0.5 km and 1.5 km appears to have Ider wapor mixing ratio
compared to the layers above and below it. We have obserneedumber of occasions
that such pollution plumes were characterized by a dygrlassociated with them.
Without high water vapor concentrations in the atmospparticle growth is inhibited
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Figure 4-39: Ratio of extinction coefficient of 530 nm to 284 at 03000330 UTC o
July 22 1999.
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even when the hygroscopic air pollution nuclei are presdatrge numbers. This may be
the reason that the ratio of the extinction cogffits decrease in this region even though
the particle concentration remains high. We also sema@aeasing ratio from above 1.5
km where we observe the presence of a cloud. As expdbtie@xtinction coefficients
lose their wavelength dependence once they enter thenref the cloud. We also
observe the cloud in a layer associated with higheemeatpor mixing ratio in Figure 4-
38. We find that while the ratio of the of the extinct@oefficients increases as we enter
a cloud region, due to large cloud particles, pollution elsi@re typically characterized
by a constant or decreasing ratio profile in the regionaltiee smaller sized particles. In
pollution plumes, the changes in the value of the etitin coefficient are governed by
the number density of scatterers, and appear to be indepeoid@ravelength. The
change in the extinction coefficient in clouds, howewkepends on the particle size of
the scatterer, and is wavelength dependent for accuowlande particles.

A simulation like that shown in Figure 4-36 has been examioedoptical
extinction coefficients from different concentrat® of PM s The relationship that
existed between the extinction coefficients at differemavelengths and PM
concentrations was studied. The simulation results adse found to be in close
agreement with observations in the pollution plume. Figud® shows the extinction
coefficients calculated for different particle concatibns of PMsat 284 nm and 530
nm, and their corresponding ratios as a function digarsize. The model assumes only
spherical non-absorbing particles and varies the inpuedite and number density. The
different curves in Figure 4-40 correspond to calculationgh vdifferent particle
concentrations between from 10 pd/frm 100 pg/m for each of the wavelengths. Both
the UV and the visible wavelengths show the particlenetion increasing at higher
concentrations, with the extinction maximum occurrifgew the particle size is closer to
half the wavelength of the radiation. We also obsérgher extinction coefficients for
smaller particles than for the larger particles far two wavelengths, as the particular
mass is distributed in smaller particles which are nedfiective scatterers than the larger
particles made up from the same mass of the particuitier. The ratio of the
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extinction coefficients is shown in the last plotFefjure 4-40 and a single line is shown
as the ratio, which begins to flattens out to a valué @dr particle sizes beyond.
A2)/2, and results in the same curve independent of the arnbumaterial suspended in
the particles. The number density at both the waveahsngtthe same and hence the ratio
depends only on the efficiency of the scatterers atpamticular size. The simulation
results are also found to be in close agreement Wwgkreations of the extinction ratio in
the pollution plume, where the extinction ratio remdirsnall due to scattering from

small particles in the atmosphere.

4.5 Visibility and Transmission calculated using Lidar Data

Visibility is broadly defined as the degree of transiois through the atmosphere
or the distance from an object that allows a minimamthreshold contrast between the
object and some appropriate backgroulthlm, 1979. Independent of the amount of
illumination (as long as it is not a dark environment)oaject will become invisible if
less than 2% of the light reaching the observer (orctifeis scattered from the object.
Once the contrast value becomes lower than this tHtesbatrast the object becomes
indistinguishable from the background. Low visibility valuge @aused by particle
scattering in the atmosphere, which causes the decreasmtrast of distant objects.
Visibility is typically described by visual range (the gtest distance that a large, dark
object can be seen), or by the light extinction doieffit. The visual range is greatly
influenced by the air quality and hence airborne partid&ibutions have a significant
influence on the visibility. Visibility is reduced bhe absorption and scattering of light
as it propagates through both gases and particles. Hovighescattering by particles is
the most important processes responsible for vigibdggradation. The typical visual
range, compared to the clean molecular atmosphereousich 50-67 % in the western
United States and 20 % in eastern United StaA#wifton et al., 1998 Knowledge of
visibility is important to quantify the cleanliness ofetlatmosphere in terms of the
presence of airborne particulate matter. The visual rangkso important to aviation as

well as in many outdoor activities.
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In order to calculate the visual range one must know tmulede the spatial
variation of the path radiance, apparent target radispegial variation of the attenuation
coefficient etc. Since the lidar provides a measurethef spatial variation of the
attenuation coefficient we can use this to obtain teebe@nd continuous measurement
through any atmospheric path, in contrast to point measmts. The visual range of a
black object against the sky is calculated by using thlewiing contrast equation

[Middleton, 195P
U,Bex;{— fadrjdx—?,@ex;{— fadrjdx}
Tﬁex;{—fadrjdx

where B is the scattering coefficient of the atmosphericuntd seen by the eye at a

c=

[4.2]

distancex and ¢ is the extinction coefficient. In a simpler forwe can define the

contrast in luminance as

c= T [4.3]
where the luminance of the object is B and that dfatskground is B’. Depending on the
brightness of the object compared to its background theasi can take values from -1
to very large positive values. To determine the reductiocomtrast we also define the
inherent contrast, having luminance’s &d B’, and apparent contrast at a distance R,
having luminance’s Band B’. As we move further away from the object, which has a
inherent contrastycthe apparent contrask, decreases in an exponential manner given

by

Cy =C,& [4.4]

until at some value, the minimal contrast value, below which the objedt bg invisible

at any range. The visibility distance R is the distancavhich, the contrast difference in
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the intensity of the object scattered radiation is ~&f%he total radiation observed,=
0.02. The value of 2% was obtained from values determnoea fhany tests by subjects
viewing under a large range of illumination conditionsotder to include some order of
safety, the values for aviation are increased to thgerah0.05 to 0.055 for determining
visibility. Taking logarithms on both sides and expressirgdistance R at which =
0.02 to be the visual range V, we obtain,

Vziln
o

Co
002

[4.5]

Considering the case of a simple black object; €1, we obtain Koschmeider’s equation

for visual range,

V = 3912 [4.6]
o

This equation directly relates the extinction coediintito the visual range. The intrinsic
luminance of a colored object will depend on that ofsheroundings and consequently
its visual range will vary with its position relative titee sun. For a black object, on the
other hand, the intrinsic luminance is always zeromatter what the incident light, and
its visual range is independent of the azimuth intensitthefsky. The use of a black
object is a practical one, thus black objects are tyyicdiosen as markers for the
estimation of the visual range. In lidar measurement®gbmes necessary to integrate
the extinction over the vertical range to find thetiecat value of the visual range. It
should be noted that two major assumptions are madehean development of
Koschmeider’'s equation: the extinction is constant @ltre path and that the Earth’'s
curvature can be ignored.

Figure 4-41 shows a calculation of the visual range fronlidlae measurements
of extinction obtained during the NEOPS campaign on August 17 Fa§@e 4-41 (a)
shows a time sequence of optical extinction at 530 niasured by the LAPS Raman
lidar. The optical extinction measured by the lidar isduge determine the visibility

shown in Figure 4-41 (b). Low extinction values near thiéase indicate regions of clear
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Figure 4-41: (a) Time sequence plot of extinction at 530 nmAwgust 17 1999 (b)
Horizontal visual range calculated during the same permogh 530 nm extinctioron

August 17 1999.
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atmosphere with high visibility. Above the surface layeeyond 0.5 km, we observe
regions with higher extinction and corresponding lowsibility. Between 0.5 km and 1
km we observe the presence of a sub-visual cloud shedbmposed of larger particles
than the surrounding layers, and results in lower vigil{g 5 km) in that region.

For cases were extinction measurements are madavatemgths other than those
close to the mid visible a considerable simplificaticasvproposediruse et al., 196]3
By taking into account the wavelength where the atmospleatinction coefficient was

calculated, an empirical formula was proposed,

q
Ve 3.912[5_50} -
aA) | A

where [4.7]
q=0.585V"" forV<6km

= 1.3 otherwise

In the case of measurements made using the LAPS Radaanthe extinction
calculated at 530 nm can be used to determine the value dfeq ba the calculated
visual range measurements, which then yield measurenwdntgsibility at other
wavelengths. Figure 4-42 shows an analysis of the calonlafithe visual range from
the lidar measurements of extinction from LAPS lidaradabtained during the USNS
Sumner tests. Figure 4-42 (a) shows a time sequence ichlogttinction measured by
the LAPS Raman lidar at 284nm. The optical extinctiomsuesd by the lidar was used
to determine the visibility shown in Figure 4-42 (b) usingrtizalified equation of Kruse
et al. We see the presence of a cloud forming betweemidnk 2 km in the extinction
data, and this causes a drastic reduction in the hoaizeistial range in that region due
to the growth of larger particles. Figure 4-42 (c) and (dwsthe transmission profiles
calculated from the path integrated extinction measunesmuring the same time period,
but along different path angles (pointing relative te borizon). The white line on the
time sequence plot shows the visibility limit or tlenge at which the path integrated
intensity would be reduced to 2% of its initial value.
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Chapter 5

Summary and Conclusions

5.1 Summary and Accomplishments

The size-distribution and chemical composition of aefgarticles in the Earth’s
atmosphere continues to be substantially altered duet@asing anthropogenic emissions
from industrial and urban development. This, in turn, hdddechanging the properties of
clouds such as albedo, number concentrations, and lifetimnésh together are thought to
exert a negative radiative forcing on the atmosphereeShe Earth’'s atmosphere is not
static, but constantly changing, it is critical to work understanding the various processes
that control it. In order to accurately predict futuegional and global changes, we must
understand the operative physical and chemical proceBsesexample, to be able to
precisely model the formation and dissipation of cloadd their interaction with incoming
and outgoing radiation, we need to understand how theeasing concentrations of
anthropogenic aerosols alter cloud properties.

Lidar techniques provide a powerful tool to investigate adsand clouds. Ground-
based lidar techniques have been used to measure aeptisal parameters for several
decades, and these have added greatly to the knowledgéaafl properties of clouds. The
underlying purpose of this thesis is to examine and improve amwl&dge of aerosol and
cloud properties based on data obtained from the PSU Ratagnby making comparisons
with model calculations. The measurements obtainedhby RSU LAPS Raman lidar
provided an extensive dataset on water vapor, aerosol logitaction, ozone, and
temperature profiles in the troposphere. Datasetsreatan field measurements conducted
during several years, and over different regions, usiagRaman lidar together with a suite
of other instruments, provides the base for this invesbigath summary of our results,
analysis, and interpretations are given below; detalledussions are presented in Chapter
4,



127

Multi-wavelength Extinction Profiles Show Changing Aerosol &e

We demonstrated the capability of a new technique using the-wavelength
extinction profiles obtained from the LAPS Raman lidgdong with theoretical simulations
of extinction ratios calculated from Mie theory, poovide information on particle size
variations along a vertical path. We find that theosatrf the extinction coefficients at the
three different wavelengths contain important infolioraton the size of particles in the
range of the accumulation mode. The accumulation modelparfall in the range where
the transition occurs between haze and cloud formahience, the extinction ratio from
different wavelengths reveals changes in CCN partiz&ia the range of 50 nm to Oubn.
Examples taken from three different field campaignsatestrate that changes in the size of
the cloud particles during the different stages of growth dissipation are observed in the
multi-wavelength aerosol extinction using this technique.af§e show the relationship that
exists between particle size increase/decrease in clgidns. This analysis shows the
relationship between extinction coefficients and theanges in relative humidity.
Measurements show strong control of the relative hitynichlues near the deliquescence
values point on the aerosol growth characteristicspésicles grow in size from water
condensation, the extinction and the visible/ultravieldinction ratio measurements show
simultaneous increases with increasing relative humi@imilarly, we find that when the
relative humidity in the region decreases, the regptistribution of smaller particles leads
to a drop in the magnitude of the extinction and in thaetton ratio.

However, in order to obtain quantitative measuremeinésp of the size parameters
that describe the exact distribution of particles mecessary to have additional information.
If other parameters related to the size distributioe abtained as simultaneous
measurements it is possible to construct models to detudescribe the change in cloud
condensation nuclei particle size using multi-wavelengtlt@lextinction measurements.

This study was restricted to examining particle size géarirom 50 nm to 0.pm
due to the range of the wavelengths used to obtain thebgxienction data. With the wider
spectrum, using ultraviolet, visible, and infrared wavelenigidrd available nowadays, we
have the opportunity to investigate the full range of parsizes by selecting appropriate

wavelengths. Simultaneous optical extinction measuresmarthe ultraviolet, visible, mid-
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wave infrared, and long-wave infrared wavelengths wouldwalthe extinction ratio
technique to investigate changes during the various stagestafle size change in clouds
and other plumes. For example, by simultaneously malptigad extinction measurements
from the ultraviolet (284 nm) to the infrared (10uén), and by choosing appropriate
wavelengths in the visible and mid-wave infrared we canthe extinction ratio technique

to observe changes in particle sizes from 50 nm @10

Markedly Different Processes Control Extinction in Different Regions

We compared the factors that controlled the optigéhetion during the summer
months, between the western US (SCOS campaign), andndhitheast US (NEOPS
campaigns), and found different processes to contrahtineases or decreases in the optical
extinction values in the lower boundary layer. Our tssshow that during the SCOS
campaign an increase of optical extinction was observest afinset in the nocturnal
boundary layer, which is due to the growth of particlescbgpdensation of water and
coalescence as the regions cools and is cut off fremical mixing that normally stirs the
daytime atmosphere. It was also observed that theabjgtxtinction values decreased after
sunrise as the particles reduced in size due to increasmpgtatures and mixing transfer of
heat from convective mixing of the growing boundary lay@n the other hand, the optical
extinction during the NEOPS campaigns was controlledentyr pollutant concentrations
and smog photochemistry; also it showed an increasgelues after sunrise associated with
upward mixing of water evaporated from the dew at dawn, andeaged values after

sunset.

Aerosol Growth Rate Dependence on Deliquescence Point

We found the deliquescence relative humidity (DRH) &aastrong control on the
optical extinction and visibility. The optical extinati values increased drastically once the
relative humidity values increased to values aboveDtRel and showed decreases once the
relative humidity dropped below the DRH. We also exaohseveral sets of data during the
winter study where the visibility reduced drastically aes iblative humidity increased past
the deliquescence point and the particles began to graweinQur results during the winter
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period show that reduced visibility occurred mostly at thosees when the relative
humidity increased to values higher that the deliquescpao#. During the winter study
there were 17 periods when the visibility dropped, and alethases were associated with a
corresponding increase in relative humidity values. Futumeestigations measuring
simultaneous PM concentrations, particle size changgt#al extinction variations, and
visibility along with the changes in humidity should kbleaus to better understand the

details of this relationship.

Extinction Analysis in Cloud Structures and Pollution Plunes

We used theoretical simulations along with field measergs of extinction
coefficients at the different wavelengths to studyréationships between particle growth,
pollutant concentration, and extinction coefficient,vadl as on the extinction coefficient
ratios. We found that while the ratio of the extingtioefficients increases as we enter a
cloud region, due to large cloud patrticles, pollution plunmestypically characterized by a
constant or decreasing ratio profiles in the region dué&d presence of larger number and
smaller sizes of particles. The change in the valuéiseoéxtinction coefficients in pollution
plumes is governed by the number density of scatterensll articles found in these
plumes exhibit extinction ratios that are relativebnstant through the region because the
change in the extinction coefficient due to changewimber density of same size particles
is proportional for all wavelengths. The extinction diméfnts in and around cloud regions
depend on the particle size of the scatterers. Measutenoérthe extinction ratio are
wavelength dependent for particles smaller than the wagtis. As we enter a cloud region
the extinction coefficient ratio increases as thetegag from larger particles is more. For
particles sizes larger than the wavelength, the eximaoefficients become equal to each
other, independent of wavelength, and the extinction icoeit ratio approaches unity.
These results also closely agree with model simulatesults of the optical extinction
coefficients from different concentrations of PMThe use of two Raman lidars in the same
region, or a single instrument scanning different locatiovould permit unambiguous

determination of the growth and dissipation rates afa$o
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Raman Lidar Measurements Define Visibility

We also demonstrated the capability of the Raman lidamake continuous
measurements of the visibility and transmission on atmgospheric path based upon

analysis from optical extinction measurements.

Although much progress has been made over the past é&adeteto understand and
simulate features of the global atmosphere, mainlytdube advancement in active remote
sensing instruments, there are still many questionsrédmain unanswered; these leave
simulation models incomplete. By incorporating a globatribution of several lidar
stations to correlate with satellite measurementscawmecollect high resolution information
of the vertical structure of the lower atmosphere dedcribe its various processes to
improve models for a better understanding of the Ear#htiimosphere. Lidar based
techniques have been shown to offer several advantagesother techniques, and they
have the ability to provide good spatial and temporal uéisol at a specific location. Lidar
measurements made at different global stations, togetlle satellte measurements of
large scale features, will provide the key for answeriggificant questions, and lead to
better understanding the Earth’s climatic processes.
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Appendix A

Programs to Calculate Extinction Efficiencies from Spheical Particles and Cloud
Distributions
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Plots extinction efficiency and the ratio of the egtion efficiencies as a function of particle

radius. Shows regions where extinction is most sgasit

clear all;

close all;

/1

for i=0.001:.01:100
[gext284(j), gback284(j)]=scattering(i,.284); % 284 nm
[gext530(j), gback530(j)]=scattering530(i,.530); % 530 nm
[gext607(j), gback607(j)]=scattering607(i,.607); % 607 nm
rad(j)=i;
=i+ 1

end

loglog(rad,qext284,rad,qext530,rad,qext607);

xlabel('Radius (\mum)’)

ylabel('Extinction Efficiency’)

Ratio530 284= qext530./gext284;

Ratio607_284= gext607./qext284;

Ratio607_530= qext607./gext530;

figure;

loglog(rad,Ratio530_284,rad,Ratio607_284,rad,Ratio607_530);

xlabel('Radius (\mum)’)

ylabel('Ratio")
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These routines are based upon the program BHMIE found iR. ®ohren and D. R.
Huffman, Absorption and Scattering of Light by Small Particl@&iley, New York, 1983).
Returns the scattering, extinction and backscattefingesncies for a particular radius and
wavelength.
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function [gext, gback]=scattering(rad,wavel);

refmed=1.0; % Refractive index of medium

refre=1.36480866; % Real part of refractive index of sphere

refim=0; % Imaginary part of refractive index of sphere

refrel=refre+refim*i;

x=2*pi*rad*refmed/wavel;

nang=3;

dang=pi/(2*(nang-1));



[s1,s2,gext,qsca,gback]=bhmie(x,refrel,nang);

s11nor=0.5*(abs(s2(1))"2+abs(s1(1))"2);

nan=nang*2-1,

for j=1:nan
aj=j;
s11=0.5*abs(s2(j))*abs(s2(j));
s11=s11+0.5*abs(s1(j))*abs(s1(j));
s12=0.5*abs(s2(j))*abs(s2(j));
s12=s12-0.5*abs(s1(j))*abs(s1()));;
pol=-s12/s11,
s33=real(s2(j)*conj(s1())));
$33=s33/s11,
s34=imag(s2(j)*conj(s1(j)));
s34=s34/s11,
sll=sll/sllnor;
ang=dang*(aj-1)*57.2928;

end;

function [s1,s2,gext,qsca,gback]=bhmie(x,refrel,nang,s1,s2qgeat qgback)
dx=x;
y=x*refrel,
xstop=x+4*(x".3333)+2.0;
nstop=xstop;
ymod=abs(y);
nmx=round(max(abs(xstop),abs(ymod))+15);
dang=pi/(2*(nang-1));
%nang
for j=1:nang
theta(j)=(j-1)*dang;
amu(j)=cos(theta()));
end;
d(nmx)=0+0%i;
nn=nmx-1;
for n=1:nn
rn=nmx-n+1;
d(nmx-n)=(rn/y)-(1/(d(nmx-n+1)+rn/y));
end,;
for j=1:nang
pi0(j)=0.0;
pil(j)=1.0;
end;
nn=2*nang-1;
for j=1:nn
s1(j)=0.0+0.0%*i;
s2(j)=0.0+0.0%*i;
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end;
psi0O=cos(dx);
psil=sin(dx);
chiO=-sin(x);
chil=cos(x);
apsiO=psio;
apsil=psii;
xi0=apsiO-i*chio;
xil=apsil-i*chil,
gsca=0.0;
n=1;
while ((n)<nstop)
dn=n;
rn=n;
fn=(2*rn+1)/(rn*(rn+1));
psi=(2*dn-1)*psil/dx-psiO;
apsi=psi;
chi=(2*dn-1)*chil/x-chiO;
xi=apsi-i*chi;
an=(d(n)/refrel+rn/x)*apsi-apsil,;
an=an/((d(n)/refrel+rn/x)*xi-xil); %134
bn=(refrel*d(n)+rn/x)*apsi-apsil;
bn=bn/((refrel*d(n)+rn/x)*xi-xil);
gsca=gsca+(2*rn+1)*(abs(an)*abs(an)+abs(bn)*abs(bn));
for j=1:nang
li=2*nang-j;
PI(j)=pil(j);
tau(j)=rn*amu(j)*PI(j)-(rn+1)*piO(j);
p=(-1)(n-1);%142
s1(j)=s1(j)+fn*(an*PI(j)+bn*tau(j));
t=(-1)"n;
s2(j)=s2(j)+fn*(an*tau(j)+bn*PI(j));
if j==j
else
s1(jj)=s1(jj)+fn*(an*PI(j)*p+bn*tau(j)*t);
s2(jj)=s2(jj)+fn*(an*tau(j)*t+bn*PI(j)*p);
end;%149
end;
psiO=psil;
psil=psi;
apsil=psil,;
chiO=chil,;
chil=chi;
xil=apsil-i*chil;
n=n+1;
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rn=n;
for j=1:nang
pil(j)=((2*rn-1)/(rn-1))*amu(j)*PI(j);
piL(j)=pil(j)-rn*pio(j)/(rn-1);
pi0(j)=PI());
end;
end;
gsca=(2/(x*x))*qsca; % Scattering efficiency
gext=(4/(x*x))*real(s1(1)); % Extinction efficiency
gback=(4/(x*x))*abs(s1(2*nang-1))*abs(s1(2*nang-1)); % Backscatjezificiency
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Appendix B

Program to Calculate Extinction Ratio using LAPS data
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This program calculates the extinction ratio for daitaimed by the LAPS Raman lidar at
two wavelengths. The raw data is passed into theiumdProgram originally created by
Homer Li. Correction and changes made to the algodithi®achin Verghese. This program
can also be used to plot a time sequence of the extinciim plots using the pcolor
command in MATLAB.
function extRatioPlot(data)
% Rayleigh correction
To = data(1,10);
Po = data(1,12);
data = rayleigh(data, To, Po, -7);
month = data(1,1);
day = data(1,2);
year = data(1,3)
hour = data(1,4);
minutes = data(1,5);
intime = data(1,6);
data = data(2:length(data(:,1)),:);
alt=data(:,1);
% 3: 607nm; 5: 530 nm; 7: 284 nm,;
Sigh30=data(:,5);
Sig607=data(:,3);
Sig284=data(:,7);
Std530=sqrt(Sig530);
Std607=sqrt(Sig607);
Std284=sqrt(Sig284);
%Range Correct signal
for i=1:70
SigCor530(i)=Sig530(i)*alt(i)*alt(i);
SigCor607(i)=Sig607(i)*alt(i)*alt(i);
SigCor284(i)=Sig284(i)*alt(i)*alt(i);
StdCor530(i)=Std530(i)*alt(i)*alt(i);
StdCor607(i)=Std607(i)*alt(i)*alt(i);
StdCor284(i)=Std284(i)*alt(i)*alt(i);
end;

%o-------- Using Calculated Form Factor Values ---——--------------
for i=1:70
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MFA(i)=1;
end,;
%sumner form factor
if (year==96)
MFA(1:10)=[600 180 23 7.2 3.351.95 1.4 1.14 1.06 1.02];
end,;
%scos form factor
if (year==97)
MFA(1:7)=[255. 2.1 1.45 1.14 1.05 1.02];
end
%Alaska Form factor
if ((year==98) & (month < 6))
MFA(1:12)=[22000 988.5 78.3 12.97 4.54 2.365 1.644 1.332 1.186 1.099 1.047 1.021];
end,;

%Philly 98 form factor

if ((year==98) & (month > 6))
MFA(1)=2200;
MFA(2)=83;
MFA(3)=15.5;
MFA(4)=5.47,;
MFA(5)=2.76;
MFA(6)=1.885;
MFA(7)=1.462;
MFA(8)=1.263;
MFA(9)=1.127;
MFA(10)=1.072;
MFA(11)=1.026;
MFA(12)=1.012;

end;

%Philly 99 form factor
if (year ==99)
if (((month == 7)& (day<18)) | (month==6))

MFA(1)=80000;
MFA(2)=475;
MFA(3)=30;
MFA(4)=7.7;
MFA(5)=3.48;
MFA(6)=2.06;
MFA(7)=1.49;
MFA(8)=1.24;
MFA(9)=1.12;
MFA(10)=1.05;
MFA(11)=1.02;



151

MFA(12)=1.005;

else
MFA(1)=48000;
MFA(2)=305;
MFA(3)=20.8;
MFA(4)=5.7;
MFA(5)=2.71;
MFA(6)=1.75;
MFA(7)=1.39;
MFA(8)=1.192;
MFA(9)=1.102;
MFA(10)=1.046;
MFA(11)=1.02;
MFA(12)=1.0;

end;

end,;

% Phil 2001 form factor
if (year ==2001)
if ((day < 20) & (month==7))

MFA(1)=10;
MFA(2)=4000;
MFA(3)=262;
MFA(4)=27.5;
MFA(5)=7.25;
MFA(6)=3.;
MFA(7)=1.7;
MFA(8)=1.14;
MFA(9)=1.03;
MFA(10)=1.0;

else
MFA(1)=10;
MFA(2)=2000;
MFA(3)=340;
MFA(4)=31;
MFA(5)=7.0;
MFA(6)=2.85;
MFA(7)=1.6;
MFA(8)=1.14;
MFA(9)=1.03;
MFA(10)=1.0;
end;
end,;
%Phil 2002 form factor
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if (year == 2002)
MFA(1)=10;
MFA(2)=15;
MFA(3)=4;
MFA(4)=2;
MFA(5)=1.32;
MFA(6)=1.15;
MFA(7)=1.02;
MFA(8)=1.;
MFA(9)=1.00;
MFA(10)=1.0;

end;

for i=1:70
SigCor530(i)=SigCor530(i)*MFA(i);
SigCor607(i)=SigCor607(i)*MFA(i);
SigCor284(i)=SigCor284(i)*MFA(i);
StdCor530(i)=StdCor530(i)*MFA(i);
StdCor607(i)=StdCor607(i)*MFA(i);
StdCor284(i)=StdCor284(i)*MFA(i);

end,;

for j=1:70
T(j))=To+273-6.85*alt());
Ho(j)=((1.38e-23)*T(j))/(9.81*(4.75e-26));
P(j)=Po*exp(-alt(j)*1000/Ho(j)));
n(j)=P(j)/((1.38e-23)*T(j))*1e2; %Number density /m3
end;

ScaleH=n*(SigCor607(4)/n(1));
fid=fopen('9908160045extratioprofile.txt’,'w');
fprintf(fid,’Alt Ratio StdRatio\n’);

for i=2:1:69
ext607(1)=log((SigCor607(i+1)*n(i-1))/(SigCor607(i-1)*n(i+1XN.075*4);
StdExt607(i)=sqrt(StdCor607(i+1)"2/SigCor607(i+1)"2+StdCor6Dy\(&/SigCor607 (i-
1)72)/(.075*4);
ext530(i)=log((SigCor530(i+1))/(SigCor530(i-1)))/(-.075*4);
ext284(i)=log((SigCor284(i+1)*n(i-1))/(SigCor284(i-1)*n(i+1)N.075*4);
StdExt284(i)=sqrt(StdCor284(i+1)"2/SigCor284(i+1)"2+StdCor28%&/SigCor284(i-
1)72)/(.075*4);

if (ext530(i)<0.0 |ext284(i)<0.0)
ext530(i)= NaN;



ext284(i)= NaN;
StdExt530(i)= NaN;
StdExt284(i)= NaN;
else
StdExt530(i)=sqrt(StdCor530(i+1)"2/SigCor530(i+1)"2+StdCq(i530
1)72/SigCor530(i-1)"2)/(.075*4);
end;
ratio(i)=1./(ext284(i)./ext530(i));
stdRatio(i)=ratio(i).*(StdExt530(i)./ext530(i)+StdExt284@xt284(i));
fprintf(fid,'%141%141%14f\n',alt(i),ratio(i),stdRati)y;
end;
figure
ERRPLOT (alt(2:38),ratio(2:38),stdRatio(2:38));
hold on
axis([0 1 0 3))
fclose(fid)
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Appendix C

Programs to Calculate Visibility and Transmission using LAPSdata
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This programs plots the Visibility and Transmissiorca&dted from the LAPS raw data.
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function tsvis(wav,year,month,day,hour,min,input_num)

max_alt=5; % Maximum altitude to plot

maxval=2; % Maximum value of extinction to plot

smonth=month;

sday=day;

shour=hour;

smin=min;

for i=1:15
[smonth,sday,shour,smin]=nexttime(smonth,sday, stiour);

end;

start=dttitle(smonth,sday,year,shour,smin);
temp_month=month;
temp_day=day;
temp_hour=hour;
temp_min=min;
for i=1:input_num
c=0;
for j=1:5
filename = num2name(temp_month,temp_day,temp teoyr, min,1,year)
[tmonth,tday,thour,tmin] = nexttime(month,d&yr,min);
flenamel = num2name(tmonth,tday,thour,tmindr)ye
if (~exist([filename ".dat")| ~exist([filenamédat'))
c=c+1,;
end,

[temp_month, temp_day, temp_hour, temp_min] = mexftemp_month, temp_day,

temp_hour, temp_min);
end;

if c==
check_point(i)=0;
else
check_point(i)=1;
end;
end;
clear temp_month;
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clear temp_day;
clear temp_hour;
clear temp_min;

for i=1:input_num
if check_point(i)==1
flename = num2name(month,day,hour,min,1,year)
while ~exist([filename ".dat")
[month, day, hour, min] = nexttime(mordhy, hour, min);
flename = num2name(month,day,hour,mingk)ye

end,;
data=getdata(year,month,day,hour,min,30);
if data ~= -99;

[a,b,c]=extfactor_final(data,maxval,wav);

Alt_vect(:,i)=a(2:69);
ext_vect(:,i)=b(2:69)";
dext_vect(:,i)=c(2:69)";
else
Alt_vect(:,i)=Alt_vect(:,i-1);
for j=1:68
ext_vect(j,i)=0;
dext_vect(j,i)=0;
end;

end;

for i=1.5
[month,day,hour,min]=nexttime(month,dayhmin);
end
elseif check_point(i)==0
Alt_vect(:,i)=Alt_vect(:,i-1);
for j=1:68
ext_vect(j,i)=0;
dext_vect(j,i)=0;
end,
end;
end
ext_vect
smonth=month;
sday=day;
shour=hour;
smin=min;
for i=1:15
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[smonth,sday,shour,smin]=nexttime(smonth,sday, skroun);
end;

endt=dttitle(smonth,sday,year,shour,smin);

Alt=Alt_vect;

ext=ext_vect;
stdext=dext_vect;

clear a b c aa bb cc;
a=size(ext);
ext(1:a(1)-1,:)=ext(2:a(1),);
Alt(1:a(1)-1,:)=Alt(2:a(1),:);

a=size(Alt);
sig_clip=5;
start_alt=1;
if year == 97
Time_zone = 'PDT
else
Time_zone ='UTC,
end,;

if wav == 530
wavelength = '530';
elseif wav == 284
wavelength = '284';
else
wavelength = '607";
end;

%Apply for 284nm

% Vis = 4.87369343./ext;
%Apply fpr 530 nm

Vis = 3.958577./ext;

[rows columns] = size(ext);

newExt(1,:) = ext(1,:);
for (i=1:columns)
for (j = 2:rows)
newExt(j,i) = ext(j,i) + newExt(j-1,i);
end
end
newExt
figure
pcolor(newExt.*0.075);
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shading interp;
figure

for j=1:a(2)-1,
for i=5:a(1)
if (ext(i,j)<0)
ext(i,j)=0.015;
end;
if (ext(i,j)>0)
if ((stdext(i,j) > 5) | (stdext(i,j+1) > 5Fa(l) )
pcolor([j-1 jl,[Alt(start_alt:(i-1),jAlt(start_alt:(i-1),j)]....
[Vis(start_alt:(i-1),)) Vis(stamlt:(i-1),j+1)]);
hold on;
break; end,
end
end;
for k=i:a(1) ext(k,j)=0; end;
max_bin=max_alt*900/75;
max_ext(j)=max(ext(2:max_bin,j));
end
step=5;
% Plot scos
axis([0 a(2)-1 Alt(1,1) max_alt]);

shading interp;
hl=get(gca,'clim;
set(gca,'clim',[0 20]);
barhan=colorbar('horiz’);
axhan=gca;

h=title(['Visibility ', wavelength ," ', start," --€ndt,Time_zone ]);
set(h,'fontname’,timesnewroman’,'fontsize’,14)
h=xlabel('Time (minutes)");
set(h,'fontname’,timesnewroman’,'fontsize’,12)
h=ylabel('Altitude (km)");
set(h,'fontname’,timesnewroman’,'fontsize’,12)
axes(barhan);

h=xlabel('Visibility Range(Km)");
set(h,'fontname’,timesnewroman’,'fontsize’,12)
axes(axhan);

% Set the x axis label to the correct step size
if step ~=1

h=get(gca,'xticklabel’);

set(gca, xticklabel',num2str(step.*str2num(h)));
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for 1= 1:64;
forj=1:3;
invjet((65-i),)=f(i,j);
end
end
colormap(invjet);
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List of Participants and Measurements obtained during theNARSTO-NEOPS and

NEOPS-DEP Campaigns

August 1998 NARSTO-NE-OPS Campaign

Penn State University- Russell Philbrick
Raman Lidar - Profiles of Specific Humidity, Temperrat Ozone, Optical Extinction (285,
530 and 607 nm)
Millersville University - Richard Clark
Tethered Balloon - 100 %1 10 hr aloft with sensors at surface, 100 m, 200 m, anar800
AGL
1) Personal Environmental Monitors (PEMS) 4 each - 4ri.ainy PM 10 hr sample
2) Diode laser scatterometer (Dust Traks) 1.7 L/min naotis data
Tethered Balloon - 7 #+ up/down scan to 300 m each hour
Meteorological properties: T, D, RH, wind speed and dwacl m vertical resolution and{O

Surface Measurements g@nd meteorological data

Meteorological Data Archive - Radar, Satellite Imagesfaga Observations, Upper air datg
ETA/RUC model output

Harvard School of Public Health- Petros Koutrakis and George Allen

Mass density of particulates: RMPM2.5 PM10, aerosol-size, EC/OC, sulfate, nitrate, toxi
Harvard University - Bill Munger

NOy concentrations and fluxes are used to infer the fateNOx oxidation and deposition.
University of Maryland - Bruce Doddridge and Bill Ryan

Instrumented Aircraft Cessna 170: GPS, Ozone, Carbon Ntsydemperature, humidity
probe

Ozone and PM event forecasting, description of interespirspées and meteorological
modeling

Drexel University - Steve McDow

Organics in PN.5with GCMS analysis: non-polar components (alkanes, Pa¢i)ls and
diacids.

Polar Organics for GCMS with derivatization using RMvith composite samples

CS

June-August 1999 NARSTO-NE-OPS Campaign

Penn State University- Russell Philbrick
1) Raman Lidar - Profiles of Specific Humidity, Temgteire, Ozone, Optical Extinction (284
530 and 607 nm)

2) Radar-RASS - Wind velocity, Virtual Temperature

3) 10 m Tower - Temperature, dew point, relative humiahipd velocity, wind gust, solar
flux, atmospheric pressure, precipitation

Millersville University - Richard Clark

Tethered Balloon - 100 %1 10 hr aloft with sensors at surface, 100 m, 200 m, anar800

AGL




1) Personal Environmental Monitors (PEMS) 4 each - 4ri.einy PM 10 hr integrated
sample

2) Diode laser scatterometer (DustTraks) 1.7 L/min contisu@ata

3) VOC - Micro-orifice vacuum canister at surface ah800 meters, 10 hour sample
with GC/MS lab analysis
Tethered Balloon - 7 #+ up/down scan to 300 m each hour

1) Meteorological properties: T, D, RH, wind speed ancctioe 1 m vertical resolution
2) Oz by KI oxidation method, 2-3 second time resolution (1 metitudd)

Surface Measurements g@nd meteorological data

Meteorological Data Archive - Radar, Satellite Imagesfage Observations,

Upper air data, ETA/RUC model output

Harvard School of Public Health- Petros Koutrakis and George Allen

Mass density of particulates: RMPM2.5 PM10, aerosol-size, EC/OC, sulfate, nitrate, toxi
Harvard University - Bill Munger

NOy concentrations and fluxes are used to infer the fateNOx oxidation and deposition.
University of Maryland - Bruce Doddridge and Bill Ryan

Instrumented Aircraft Cessna 170 and Aztec: GPS, OfZsxdaon Monoxide, temperature,
humidity probe

Ozone and PM event forecasting, description of interespirspées and meteorological
modeling

Drexel University - Steve McDow

Organics in PM.5 with GCMS analysis: non-polar components (alkanes, Pa¢i)ls and
diacids using Hi-Vol 24 hour sample

Polar Organics for GCMS with derivatization using RiWith composite samples
Brookhaven National Laboratory - Peter Daum, Larry Kleinman, Yin-Nan Lee, Stephen
Springston

DOE G-1 Instrumented Aircraft - particulate and gassphehemistry

Brigham Young University - D. Eatough

Measurement of particle volatile mass component and idsitdn of volatile species with
RAMS and PCBOSS

Pacific Northwest National Laboratory - C. Doren, J. Allwine, J. Fast, C. Berkowitz
Radiosondes - Pressure, temperature, humidity 0-15 km atiBlphia, Radar-RASS
instrument at West Chester, 12 ozonesondes at Philadelphia

Argonne National Laboratory - R. Coulter, J. Gaffney, N.A. Marley

Radiosondes, SODAR and Chemistry Laboratory at CentBidon

N. Carolina A&T State University - D. Dunn

Remote sensing with lidar and SODAR

N. C. State University- H. Hallen

Laser remote sensing, particle optical scattering ptiege

CS

July 2001 NARSTO-NE-OPS Campaign

Penn State University - Electrical Engineering Russell Philbrick
1) Raman Lidar - Profiles of Specific Humidity, Temgteire, Ozone, Optical Extinction (284
530 and 607 nm)

2) Radar-RASS - Wind velocity, Virtual Temperature

3) 10 m Tower - Temperature, dew point, relative humiahipd velocity, wind gust, solar

161



flux, atmospheric pressure, precipitation

4) Radiosondes - Pressure, temperature, humidity 0-15 km

Penn State University - Meteorology Bill Ryan and Nelson Seaman

Ozone and PM event forecasting (with Univ. Maryland) and thagledescription of episode
Millersville University - Richard Clark

Tethered Balloon - 100 %1 10 hr aloft with sensors at surface, 100 m, 200 m, anar800
AGL

1) Personal Environmental Monitors (PEMS) 4 each - 4ri.einy PM 10 hr integrated
sample

2) Diode laser scatterometer (DustTraks) 1.7 L/min contisuata

3) VOC - Micro-orifice vacuum canister - surface @38 meters, 10 hour sample GC/MS
analysis
Tethered Balloon - 7 #+ up/down scan to 300 m each hour

1) Meteorological properties: T, D, RH, wind speed ancctioe 1 m vertical resolution

2) Oz by KI oxidation method, 2-3 second time resolution (1 metitudd)

Surface Gas and Particles 30NO/NOy/NOy, SOy, CO, ANephelometer

Meteorological Data Archive - Radar, Satellite Images,eDlagions, Upper air data,
ETA/RUC model output

Harvard School of Public Health- Petros Koutrakis, George Alleand Mark Davey
Particle Size and Count: 0.02 to 0.6 :m electrostadissdfication, 0.7 to 15 :m time of flight,
PM2.5 CAMM, Black carbon soot aethalometer, sulfate from H$f#imal conversion
method, EC/OC analyzer

Particulate10-hour Day/Night Samples: HEADS for acid ggidélO3, HONO, SGQJ, NH3,

and sulfate/nitrate/strong aerosol acidity EC/OC on qudiers with DRI's TOR analysis,
PM2.5andPMz10 from Harvard impactors with Teflon filters and graetmic analysis daily,
Hivolume OC speciation sampler, HSPH PUF substratectife Drexel University filter
analysis
Harvard University - College of Engineering- Bill Munger
NOy concentrations and fluxes are used to infer the fateNOx oxidation and deposition.
University of Maryland - Bruce Doddridge, Russ Dickerson, Lung-Wen (Antony) Chen,
Emily Tenenbaum, Aztec aircraft on board instrumeok:ra
1) Modified Radiance Research Particle_Soot Absorption Plebéom
2) Garmin recording GPS_90 Global Positioning System
3) Thermo Environmental Instruments (TEI) Model 49 Ozone
4) Modified TEI Model 43CTL Sulfur Dioxide
5) Modified TEI Model 48 Carbon Monoxide instrument
6) TSI Model 5363 3-wavelength integrating nephelometer
Univ Maryland & NASA Goddard
AERONET (Aerosol Robotic Network) data available im#uAOT at 1020, 870, 670, 500,
440, 380, and 340 nm plus precipitable Water (cm). Column ave&®atbedo and size
number distributions will be calculated from the data.
Drexel University - Prof. Steve McDow, Min Li
1) Organics in PM.5- GCMS analysis; non-polar components (alkanes, PAH) acids
diacids; Using sample from Tuch TE-1202 Hi-Vol Sampler - 24 hmegration
2) Polar Organics for GCMS with derivatization - UskgdersonPM10 with composite
weekly samples
3) Metals in Inductively Coupled Plasma Mass Spectromi&E&iyS); Low volume teflon
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membrane filter; Using daily 24 hour sample
Clarkson University - Phil Hopke and Alex Polissar
1) PM2.swith 0.5 hr resolution using RAMS, TEOM and 30C
2) PM2 s with 1hr resolution using CAMM’s instrument
3) Nephelometers- one with and one without dryer
EPA - RTP & Texas Tech University- Bill McClenny (EPA), Sandy Dasgupta, Jianzhong
Li, Rida Al-Horr (Texas Tech)
1) Fluorescence Detector H202 HCHO MHP NH3 with 10 miolué®n
2) lon Chromatography (15 min time resolution) Sulfur DioxidiiéNAcid, Nitrous Acid,
HCI, Oxalic Acid, Oxalate, Nitrate, Nitrite, Sulfat€hloride, Ammonium
Brookhaven National Lab
Investigators: Larry Klineman, Linda Nunnemacker, Xiao-Y¥wg
Yin-Nan Lee, Stephen Springston
1) IC measurements of cations: Na+, K+, NH4+, Ca2+
2) IC measurements of anions:S042-, NO3-, Cl-, NO2-, oxalate
IC measurements of TOC in solutions with time resolutio min
3) 3-channel Nox (1 min average)
NO continuous 10 ppt DL
NOx continuous 20-30 ppt DL
NOy/NOy* (switching each minute) ~75 PPT DL
4) Carbon Monoxide - non dispersive infra-red (30 sec respetfeppb DL (1-5 min avg)
5) Ozone - ultraviolet absorption (10 sec response)~ 5 ppb DL (h-&vy)
6) Sulfur Dioxide - Pulsed fluorescence (30 to 60 sec response~ 30-50 ppt (1-5 min avg
Carnegie Mellon University - Spyros Pandis
TSI-SMPS 0.02 to 0.6 um, electrostatic classificatian,dry
Philadelphia Air Management Services Fred Hauptman, Lori Condon (AMS)
Speciation Air Sampling SystenPM2.5 mass, trace metals, organic and elemental
carbon, sulfate, nitrate, and other ions/elements
EPA-RTP (NERL-Atmospheric Chemistry and Physics Branch)
Investigators: Edward Edney, Ron Speer, Walt Weathers){HRM Kleindienst,
Shawn Conver, Eric Corse (ManTech Environmental Technology, Inc
1) Integrated EC/OC sample: Triple quartz filters, Tim@Optical Technique.
2) Liquid Water Content dPM2.5, Inorganic Anions, Diacids: Teflon filter collectiolmguid
water analyzer, IC analysis.
3) IR analysis of P s Low pressure impactor-Reflectance FTIR (size cut peini2, 1, 0.5,
0.25, 0.13, 0.063 :m)
4) Detailed Organic Analysis (1): Extractable organic denyAromatic and natural
hydrocarbon oxidation products and other polar compounds)
5) Detailed Organic Analysis (2): Carbon-based organiod&n

June-August 2002 NE-OPS-DEP Campaign

Penn State University - Electrical Engineering Russell Philbrick
Penn State University - Meteorology Bill Ryan

Millersville University - Richard Clark

Drexel University - Steve McDow

Clarkson University - Phil Hopke

~—~
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Trace Gases:
1. Vertical profiles of ozone and water vapor using PSUdRealnidar
2. Suite of API analyzers and on-site calibrators toswmea CO, @ SO, and
NO/NG,/NOyx by Millersville University
3. Aloft ozone concentration profiles using Millersville Unssigy's tethered
atmospheric sounding system (TASS) between surface and 300 m
4. Air toxics and minor species composition of particulat&tter using GC/M$
laboratory analysis of filters gathered at the site am@hsured at laboratories |of
Drexel University
Particulates:
1. PSU Raman Lidar vertical profiles of optical extinctainvisible and ultraviolef
wavelengths
2. Millersville University tethered balloon profiles of the Piing laser diode
particle nephelometers and impaction sampling on Personal EnentanMonitors
(PEMSs, SKC Inc.)
3. Clarkson University particulate properties using CAMNRRAMS, Sunset Labs
OC/EC, HSPH S@) aethalometer, and nephalometer
4. Millersville University nephelometer (TSI model 3563) totsdatter and
backscatter at three wavelengths
5. Patrticle filter samples analyzed at Drexel Univgraging laboratory techniques
for toxics and minor constituents
Meteorological Variables:
1. PSU Radar/RASS vertical profiles of wind velocity {aoe to 4.5 km) and virtual
temperature (surface to 2.5 km)
2. PSU Raman Lidar vertical profiles of water vapor temiperature
3. Meteorological variables (T, p, mixing ratio, wind spesnd direction) as a
function of height between the surface and 300 m using Mill&suUhiversity’s
tethered sonde
4. Continuous measurements of meteorological variablesre@cfrom 10-meterf
tower
Real-time Regional and Synoptic Data Archive:
U.S. upper air data; U.S. surface data; Meso-eta and iRtiel data; Visible and IR satellite
imagery; Base reflectivity and velocity radar imagery.
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